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ABSTRACT

High-Frequency Radio Doppler surface current meters anougtec Doppler
Current Profilers observations during the Hawaiian OceaxrgiExperiment and the Dy-
namics of Localized Currents and Eddy Variability in the itic programs were analyzed
to describe the tidal and mesoscale currents and theiraicttens in two very different
oceanographic settings.

The northwestern Adriatic Sea has a shallow seasonal tledimaon spring and
summer, when fresh water spreads from the Po over the notakiatic, which disappears
during fall and winter in the interior of the basin where thater column is mixed to the
bottom by outbreaks of cold dry Bora winds, but persists tigaitalian coast along which
the Po outflow is confined. The two-year DOLCEVITA deploymesats along the Italian
coast of the northwestern Adriatic. In the middle of the basie M/, and K; currents os-
cillate along the basin axis, but become more circular tavlae Italian coast. Comparison
with a 3-D finite-element numerical model of the tides showadjagreement, except in
a 10-20 km wide strip along the Italian coast, where the ditesheared and intermittent
Western Adriatic Current flows southeastward. Observatsuggest that tides in this area
have a strong baroclinic component, possibly affected eynlesoscale currents, which
could account for the discrepancies between observatimhawadel predictions.

In contrast, the ocean around the main Hawaiian islandsrosigly stratified
yearlong. The Hawaiian Ridge is an abrupt topographic featising from depths of 5000
m to the surface within O(50 km)AM/, barotropic tides propagate nearly perpendicular
to the ridge, generating strong internal tides over thegifignks. The 9-month HOME
deployment was along the west shore of O‘ahu. The instrusravered the southern side
of the Kauai Channel, one of the strongest internal tidegggion site of the Hawaiian
Ridge. Comparisons with 3-D finite-difference numericaldels of the tides show good
agreement for the phases, but the kinetic energy patterampttude differ significantly.
The models predict a surfacing area of energetic interdal heams 30-40 km from the
ridge axis, which is 20 km further away and weaker in the olz@ns. The mesoscale
variability was dominated by eddies in Fall 2002, with Rgssbbmbers reaching one, and
vorticity waves in Spring 2003, both surface intensifiedhwstrong vertical shears. The
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interaction of the internal tides with the mesoscale cusrenstudied using a standard ray
tracing model, whose results agree qualitatively with theeovations, showing that the
energy and phase of the tidal beams are modulated by the cadstislds near the surface.
The net effect of mesoscale variability over long periodsimok is to low-pass filter the
vertical modes of internal tides, the resulting surfaceegpatresembling that one would
obtain from the summation of only the first few lowest verticendes. Significant energy
is smeared out of the phase-locked tides, and energy trarséwveen internal tides and
mesoscale currents occur near the surface, with implicato tidal energy budgets.

The dynamics of a strong submesoscale anticyclone westaifuCare also de-
scribed. It was generated in October 2002, possibly as drbgro instability of the flow
associated with a cyclone south of O‘ahu, with an initiaface vorticity of~ —0.8f,
wheref is the inertial frequency. Within three days, the anticpeloeached an extremum
vorticity of ~ —1.5f, possibly as a result of non-linear Ekman pumping by theetraithds,
with a solid-body core ofi7 km radius and azimuthal velocity ef 35 cm.s!. It then
slowly decayed to less thaffive days later, possibly as a result of centrifugal instabil
ity. It was in cyclogeostrophic balance to first order. Dgrthis period, the anticyclone
was trapped between the coast, the cyclone to the south, langea cyclone to the west.
A front developed between the western cyclone and the ahbiog, as warm water from
the southwest was advected northward, and cold water fremartheast southward. The
front was divergent~{ 0.2f) and anticyclonic{ —0.25f) on its warm side, and conver-
gent (v —0.25f) and cyclonic & 0.15f) on its cold side, counteracting the production of
density gradient by eddies straining the temperature field.
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Chapter 1
Introduction

This work is an observational study of the interactions dérnal tides with
mesoscale currents. Tides are believed to provide almdfsbhtne 2 TW 2 x 10'2 W)
required for the maintenance of the abyssal stratificatiosm yest coming from the winds
(Munk and Wunsch, 1998). The energy pathways from the b&sate barotropic tides
to the centimeter-scale mixing of water properties are ally uinderstood, and not well
parametrized in large-scale ocean circulation modelschvis especially of concern for
simulations of past and future climate (Wunsch and Fer2@04; Kuhlbrodt et al., 2007).
Direct energy dissipation by bottom drag is negligible ie tteep ocean, where most of the
energy lost by barotropic tides is converted into barocltrdes at rough or abrupt bottom
topography. The energy in high vertical modes is rapidlgigisted, enhancing dissipa-
tion levels above rough topography (Polzin et al., 1997; é&\favGarabato et al., 2004),
while energy in low vertical modes is carried away over tlamas of kilometers (Ray and
Mitchum, 1996, 1997). The fate of the internal tides propiaggan the ocean is therefore
of crucial importance. Numerical modeling studies havditianally neglected the back-
ground currents, a good approximation for barotropic tideigh group velocities much
higher than ocean current velocities, but not for the slamternal tides.

High-Frequency (HF) radio measurements of surface cugduning the Hawai-
ian Ocean Mixing Experiment (HOME, Rudnick et al. (2003)plahe Dynamics of Lo-
calized Currents and Eddy Variability in the Adriatic (DOERITA, Lee et al. (2005))
program were analyzed to describe the tidal and mesoscakntsiand their interactions



in two very different oceanographic settings. Each chagtan article published or to be
submitted. We describe below the main results and provides/arview of the dissertation.

The two-year DOLCEVITA experiment of the northwestern Adic Sea is de-
scribed in chapter 2. In the middle of the basin, ffig and K currents oscillate along
the basin axis, but become more circular toward the Ital@ast Comparisons with a 3D
finite-element non-linear numerical model of the tides saagyod agreement for phases in
the middle of the basin, although modeled currents amm@dwe overestimated. However,
modeled phases lag observed phases by 6p%¢1.7 hours) forM, and100° (6.7 hours)
for K, and modeled amplitudes are underestimated, in a 10-20 Knstiip along the Ital-
ian coast. This shallows( 30 m deep) region is stratified by low-salinity surface wétam
the Po, and laterally sheared by the Western Adriatic Ctrkarth absent from the model
but possibly affecting tidal propagation. The model mayp aksompletely parametrize the
combined effects of bottom friction and vertical mixing obmentum.

The HOME experiment was designed to improve our understgnali tidally-
induced mixing and quantify the energy budget for an isdlateep-ocean abrupt topo-
graphic feature. About 20 GW2 (x 10'° W) of barotropic energy is lost at the Hawaiian
ridge (Egbert and Ray, 2001). An intensive observationagj@am was carried out in the
Kaua'i Channel, one of the strongest internal tides geiwaraites along the ridge (Merri-
field et al., 2001). Two HF-radios and several moored Acou3tppler Current Profilers
(ADCP) were deployed along the west shore of O‘ahu in 200224068 to establish the
long-term surface and sub-surface context for the expetim@bservations of tidal cur-
rents are described in chapter 3. Comparisons of coherentptiase-locked) surfadd,
currents with 3D finite-difference numerical models of thie tide show good agreement
for the phases, indicating a low-mode propagation of irgkides away from the ridge, but
kinetic energy patterns and amplitudes differ significanthe models predict a surfacing
area of energetic internal tidal beams 30-40 km from thezralgs, consistent with the path
of M, characteristics emanating from the ridge slope breaks.stifacing area is 20 km
further away and weaker in the observations. However, th€R®confirm the beamlike
structure of energy along the characteristics belo00m.

The discrepancies between observations and models in thai KGhannel are
attributed in chapter 4 to the effects of mesoscale vartglmhto the internal tides prop-



agation. Sub-inertial variability is dominated by surfacpped mesoscale and subme-
soscale eddies and vorticity waves, with strong horizoeutal vertical shears, absent from
the models. The interaction of the internal tides with thesoseale currents is studied
using a standard ray tracing model, the results of whicheagtalitatively with the ob-
servations. It shows that the energy and phase of the tigahbere modulated by the
mesoscale fields near the surface. The net effect of mesogmahbility over long periods
of time is to low-pass filter the vertical modes of interndes, the resulting surface pattern
resembling that one would obtain from the summation of oné/first few lowest vertical
modes. Significant energy is smeared out of the phase-ldakesl and energy transfers
between internal tides and mesoscale currents occur reautface, with implications on
tidal energy budgets.

Finally, the dynamics of mesoscale and submesoscale &srobserved near
O'ahu are described in chapter 5, to document their key et&srfer introducing them
into models, before their effects on internal tides propiagacan be addressed numeri-
cally. Observations of surface currents by high-frequeacijo current meters, and satel-
lite altimeters, scatterometers and radiometers, are tasddcument the generation and
evolution of a strong submesoscale anticyclone west of ©‘dihwas generated in Octo-
ber 2002, possibly as a barotropic instability of the flowoassted with a cyclone south
of O'ahu, with an initial surface vorticity of —0.8 f. Within three days, the anticyclone
reached an extremum vorticity f —1.5 f, possibly as a result of non-linear Ekman pump-
ing by the trade winds, with a solid-body core Iaf km radius and azimuthal velocity of
~ 35cm.s L. It slowly decayed to less thahfive days later, possibly as a result of cen-
trifugal instability. It was in cyclogeostrophic balaneeftrst order. During this period,
the anticyclone was trapped between the coast, the cyatotietsouth, and a larger cy-
clone to the west. A front developed between the westerrongchnd the anticyclone, as
warm water from the southwest was advected northward, dddvaier from the northeast
southward. The front was divergent (0.2 f) and anticyclonic{ —0.25f) on its warm
side, and convergent{ —0.25f) and cyclonic {& 0.15f) on its cold side, counteracting
the production of density gradient by eddies straining #megerature field. Finally, as the
western cyclone drifted westward, the front disappearedfamanticyclone broadened and
weakened. Submesoscale processes are associated with w&trtical motions, and may



affect the oceanic primary production (Lévy et al., 200dp&yre and Klein, 2006), and the
upper ocean stratification (Lapeyre et al., 2006).

The main conclusions are summarized in chapter 6, and nocahexperiments
are proposed to address the issues raised by this studylynanat would be the net
effect of mesoscale variability on tidal energy budgetstif@e Hawaiian ridge. Data pro-
cessing and validation, and ray tracing equations are itbestcin the appendices. Another
mesoscale feature, namely vorticity waves, was observedgl8pring 2003. Their analy-
sis is still preliminary, and it is suggested in Appendix Bttthey are vortex Rossby waves
associated with a large cyclone that was stalled south o&Kadwring Spring 2003.



Chapter 2

Tidal Currents in the Northwestern
Adriatic

Where it is shown that in a shallow basin, well-mixed halhafyear, the mainly
barotropic tides are accurately predicted by a non-stratifB-D numerical model, except
in an area where stratification is present yearlong and hamially sheared background
currents are energetic.

2.1 Introduction

The Adriatic tides have been interpreted as co-oscillatwith the lonian and
Mediterranean seas, forced through the straight of Otr@éant, 1914; Cushman-Roisin
et al., 2001; Cushman-Roisin and Naimie, 2002; Janekawd&aizmic, 2005). The semi-
diurnal tide consists of two oppositely traveling Kelvin wes, one incoming from the
lonian sea along the eastern coast, the other traveling dlacky the western coast after
reflection at the northern end of the Adriatic. Their supsitian results in an amphidrome
centered on the basin axis (Taylor, 1921). The diurnal tdattributed to a topographic
wave propagating across the Adriatic sea (Malacic et28l00). The four major semi-
diurnal (M5, S», N5, K5) and the three major diurnak(, O, P;) constituents exhibit sim-
ilar intra-group behavior, patterned after thg and K; responses (Janekovi¢ and Kuzmic,
2005).

While the observed tidal elevation patterns are well exgditheoretically, rela-
tively little is known about tidal currents due to scarcitiyatservations. They are weak,
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less than 15 cm/s, compared to baroclinic and wind-drivereats reaching 50 cm/s (Orlic
etal., 1992; Poulain, 2001; Ursella et al., 2007). Sepagdtiem is difficult, especially for
short time series typical of shipboard ADCP and moored ctimester observations.

From a year-long repeated ADCP surveys, Ursella and Gadigl) confirmed
the interpretation of thé/, pattern as a superposition of Kelvin waves, and fepat-
tern as resulting from a topographic wave. Their verticalgraged tidal patterns differ
between winter and summer, suggesting that baroclinis tickre not entirely removed by
vertical averaging. Cushman-Roisin and Naimie (2002) fogood qualitative agreement
between these observations and their 3-D finite element inode

Moored current meters deployed in the northern Adriatieieend4°N and45°N
by Michelato (1983) have been used to benchmark severallsiadiavallini (1985), using
a spectral model, reported good agreement for the orientafithe M/, ellipses, but over-
estimated their major axis amplitude by 2.3 cm/s on averiligsetti (1986), using a semi-
analytical model, also found good agreement, consistehttive Kelvin wave description
of M,. Cushman-Roisin and Naimie (2002) were able to reprodutte dmplitudes and
orientations, except at two shallow stations.

Finally, Janekovi¢ and Kuzmic¢ (2005) validated the peéidns of their 3-D finite
element model with current meter observations at 9 locatiothe northeastern Adriatic.
There was good agreement for the semi-diurnal currentstheutliurnal currents were
generally over-estimated.

We present here the harmonic analysis of two-year timesefieurrents from
high frequency radars deployed along the Italian coast émtvthe Po delta and Pesaro.
The observed surface tidal currents are compared with theerical model of Janekovi¢
and Kuzmi€ (2005). The experimental setting and numeritadiel are described in sec-
tion 2.2 and 2.3, respectively. Tidal currents are desdrdred compared in section 2.4,
followed in section 2.5 by a brief description of low-frequoy currents to provide the
mesoscale context for tidal propagation. The differenada/éen model predictions and
observations are discussed in section 2.6 and summarizbd agonclusion. The data pro-
cessing techniques are described in Appendix A.



2.2 Experimental setting

Three high frequency radars were deployed from October Bd@&tober 2004
along the Italian coast of the northwestern Adriatic, saidttme Po delta (Fig. 2.1), to mon-
itor the surface circulation during the multi-investigai@OLCEVITA experiment (Dy-
namics of Localized Currents and Eddy Variability in the katic, Lee et al. (2005)). The
FMCW (frequency-modulated continuous-wave) Doppler raggere operated at 16 MHz
with 100 kHz chirp width, yielding a range resolution of 1.8 KGurgel et al., 1999). A
chirp length of 0.34 s, averaging time of 11.6 min and repgakecof 1 hour were pro-
grammed, each site transmitting while the others were quiet

HF radars infer the radial current component from the Dapghaft of radio
waves back-scattered by surface gravity waves of half #leirtromagnetic wavelength
(Bragg scattering), or 9.35 m at 16 MHz. Slower wave speedbafiow water introduce a
negligible error (less than 1 cm/s in water deeper than 5 ®gtdr currents were estimated
on a 5-km Cartesian grid by least-square fitting zonal anddioeral components to ra-
dial measurements from at least two sites within a 5 km seadins. Poorly constrained
estimations were discarded (see Fig. 2.2 and Appendix A).

The northernmost site at Faro di Goro, the southern moutheoPb (4°47.4'N,
12°23.7'E), was operated in beam-forming mode with a linear arrag®feceive anten-
nas oriented at6° clockwise from north, yielding an azimuthal resolutionof 7 de-
grees (Gurgel et al., 1999). The intermediate site at Purgand, Ravennad{°26.8'N,
12°17.6’E), and the southernmost site at Monte San Bartolo, Pegarod.6’'N, 12°50.6’'E),
were both operated in direction-finding mode with 4 receivieanas in a square array.

The transmit antennas array formed a beam toward the ocedra aull in the
direction of the receive antennas, to reduce the direct @agingy. This also reduced the
range away from the beam axis, as seen in Fig. 2.1. Range=agext by~ 10 km at
night, presumably due to diurnal variations of ionosph@rgpagation and absorption.
This resulted in periodically missing observations at lsagges. While this does not
affect the least-square analysis of constituents not sgnclus toS;, it biases that of,
and K, which differs from.S; by only 1 cycle / year (see Table 2.1), and the estimation
of power spectra. To alleviate this problem, missing datgrsts shorter than 16 hours



were interpolated (see Appendix A). Temporal coverageblefridividual sites and of the
vector currents estimations are shown in Fig. 2.3. Data wewerded about 80% of the
time.

Data quality can be visualized by the correlation betweeatacurrents from
pairs of sites. As shown in Appendix B, the correlation sdapproach -1 along the base-
line joining the two sites, where the radials are in oppaditections, and +1 far offshore,
where the radials are almost collinear. If along-baselim @&cross-baseline current com-
ponents were uncorrelated with equal variance, the coiwalpattern would follow that of
the cosine of the angle between the two sites. This reldtipris well verified for pairs
of sites including the beam-forming radar in Goro (top anddte panels in Fig. 2.4), but
degrades for the pair of direction-finding sites (bottomedarin Fig. 2.4), reflecting the
lower reliability of the direction finding method.

2.3 Numerical model

The finite element model of Janekovi¢ and Kuzmi€ (2005)asdal on the 3-D,
nonlinear, shallow water equations (Lynch et al., 1996hwi stratification. The 2.5-level
turbulence-closure scheme of Mellor and Yamada (1982)ad usth the improvements of
Galperin et al. (1988). The horizontal diffusion parangzttion scheme follows Smagorin-
sky (1963). A free-slip condition is imposed along the cod®tttom stress is estimated
by a quadratic drag law using a coefficient of 0.003. A bathyyallowing coordinate
system is used in the vertical, with 21 non-uniformly spanedes, providing increased
resolution in the surface and bottom layers. The near-seinfasolution is 1 m, approxi-
mately the effective depth of HF-radars measurements ¢temd Joy, 1974). The finite
element grid covers the entire Adriatic sea from the str®wanto at40°N, with nodal
distances ranging from 500 m in coastal areas to 44 km in deégrw

The model is forced by a time-varying sea level boundary tmmdalong40°N,
synthesized for the seven major tidal constituenfs,(S,, No, Ks, K1, O, P;) witha 3-D
linearized model assimilating coastal sea level obsemati This approach is justified by
Janekovit et al. (2003), who confirmed that direct astranahfiorcing has a minor effect



compared to dominant co-oscillations forced by the lonea $No observations of currents
were used in the assimilation.

The tidal currents parameters were bi-linearly interpaldtom the finite-element
grid onto the HF radars polar and Cartesian grids, for corspas with the harmonic anal-
ysis of the radar currents.

2.4 Tidal currents

The most energetic currents for periods shorter than 5 daysdal and inertial.
Fig. 2.5 shows the average rotary power spectrum over 6Jpgiids with more than 75%
data return. Spectral smearing due to missing observatvassninimized (see Appendix
A).

The semi-diurnal peaks are centered\éynandS,. For M,, the counterclockwise
energy dominates slightly, resulting in highly eccentracisterclockwise current ellipses.
On the contrary, forS,, the clockwise energy dominates. The diurnal peaks aresiczht
on K1, and a much weakeap;, both strongly dominated by clockwise energy, resulting
in less eccentric clockwise ellipses. The clockwise iaftiequency band (centered on
f; = (17 hr)~1) is unusually broad, possibly frequency-shifted by thetieity of sub-
inertial currents (Weller, 1982; Kunze, 1985); the intetemt forcing by strong Bora wind
events is also noted (Lee et al., 2005).

Harmonic analyses of current components (radial, zonalraaddional) were
performed with the T-tide Matlab package (Pawlowicz et2002). Only the 7 tidal con-
stituents modeled by Janekovi¢ and Kuzmi¢ (2005) werstisquare fitted to the observa-
tions, along with a constant and a linear trend; using monstitoients degraded the corre-
lation with the model. Nodal corrections were applied fongistency with the model. The
95% confidence intervals were computed by a bootstrap method

Maps of observed and modeled tidal current ellipses, majgramplitudes and
phases, and their differences are shown in Fig. 2.8fgand Fig. 2.7 forK;, and scatter-
plots of modeled vs. observed ellipse parameters are shofig. 2.8. The other modeled
constituents have similar patterns within each group,hribbserved ones differ from each
other. This is due to low signal-to-noise ratios for the waratonstituents (amplitudes are



less than 2 cm/s folN,, K5, O; and P;). The observed, pattern is similar to thé/,
pattern, but their direction of rotation differs, as notéde.

In the basin interior)M; ellipses degenerate into oscillations along the Adriatic
axis, consistent with their description as a superposiiokelvin waves traveling in op-
posite directions (Hendershott and Speranza, 1971; Mo$886). Their inclination turns
with the channel orientation ne&t.6°N. Evanescent Poincare waves are suggested by less
eccentric ellipses within 20 km from the coast, about theldufig scale of)M, Poincare
modes (Hendershott and Speranza, 1971). The mostly colodkwise ellipses rotation is
also consistent with Kelvin waves, away from the closed driti@channel (Taylor, 1921;
Mosetti, 1986). Between Pesaro and Goro, Miemajor axis amplitudes decrease toward
the coast as in Malacic et al. (2000). The model underegésmthe amplitudes by 2 cm/s
near the coast and overestimates them by 1.5 cm/s in théomnt€he M, phases are rela-
tively uniform over the width of the basin, consistent wilie tobservations of Ursella and
Gacic (2001) and with the location of the amphidrome fartsouth (Lozano and Candela,
1995). In the interior, the observed phases lag the modelgshiay 5 to 10 degrees (10 to
20 min.). A peculiar feature of the model, not observed, éssharp phase decrease within
10-20 km from the coast, where the model lags the obsensbipmp to50° (1.7 hours).

ModeledK; ellipses, major axis amplitudes, and phases patterns ntivose of
M, suggesting that in this part of the bagin tides may be described as a superposition
of Kelvin waves as well. The topographic wave model of Maiat al. (2000) produces
an increase of current amplitude toward shallower watet, aafag of the tide along the
Italian compared to the Croatian coast. Both model and ehtens show the opposite
here. The along-channel topographic slope is gentler imtinthern part of the basin than
in the southern part, allowing diurnal tides to propagat&elsin waves. The modeled
amplitudes underestimate the observed ones by 2 cm/s dlengpaist and underestimate
them by 1.5 cm/s in the interior. The modeled phases lag teergbd ones by up tt)0°
(6.7 hours) along the coast, except soutdoP°N where observations indicate a decrease
in phase at the coast as well. Observed ellipses are lesstec@nd veer counterclockwise
by ~ 13°, compared to the modeled ones.

The scatterplots of modeled vs. observed ellipse param@iy. 2.8) summarize
the comparison. Overall, there is a better agreementfpothan for the weakek;, as was
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also noted for comparisons with moored current meters kisteand Kuzmic, 2005). Al
parameters are well correlated, except the minor axes ardp8, which have low signal-
to-noise ratios (see Table 2.2). This explains the diffeesnn direction of rotation and
eccentricity of thek(; ellipses (Fig. 2.7). The slopes of the major axes amplitsdatters
are greater than 1, a consequence of the modeled values\weakgr than the observed
ones near the coast but stronger in the interior, as notedeabo

Statistics for major axis amplitude and Greenwich phasecarelensed in a
phase-plane representation in Fig. 2.9 ids, K, S, andO;. The agreement is good
for M,, So and O, but the model lags on average the observation$®yfor K,. The
standard deviations for the model are larger than for themBsions, a result of the model
behavior near the coast, except for the weaker

Ellipse parameters falb/; and K at two ACE (Adriatic Circulation Experiment)
moorings (CP2 and CP3, see Fig. 2.1 for their locations) mengn Table 2.2, and illus-
trated in Fig. 2.10. Data from the bottom-mounted ACE ADC@erational from Sep
2002 to Apr 2003) were provided by Jeff Book, and analyzeti Witide. There is an excel-
lent agreement foi/, between both instruments and the model at each mooringdocat
but it is less good fo¥(;, except for the phases. The radars ellipses are much lesstacc
than the model and ADCP'’s ellipses, and Table 2.2 shows tleatinor axes amplitudes
are significantly different from zero at 95% confidence f@ thdars. This peculiar feature
may be due to a biasing from the diurnal modulation of datermye, as the moorings lie
outside the 50% daytime coverage for Pesaro (Fig. 2.1).

Time series of modeled and observed tidal currents, and sdrebd total cur-
rents, are shown for the fortnight 01/01/2004 to 01/15/2@08ig. 2.11 at the grid points
closest to moorings CP2 and E4. At CP2, modeled and obseadadtrrents are similar
in amplitude and phase, while at E4 the observed amplitudensistently stronger than
the modeled one, and the phases are slightly offset. At Gealiserved current variability
is well explained by the phase-locked tides, while at E4 gr@bility is still dominated by
the tides but with stronger amplitudes and phase offsets.Stiggests a contribution from
non-phase locked internal tides at E4, where the water aolarstratified by fresh surface
water from the Po, whereas at CP2, lying in the basin intetia water column is mixed
from surface to bottom during winter (Rizzoli and Berganmgs®©83).
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The major differences between modeled and observed surtdeurrents are
thus within a 20-km wide band along the Italian coast. Thigae is also along the base-
lines between pairs of radars, yielding poor estimatiomefacross-baseline (across-shore)
current component (see Fig. 2.2). To show that the differeiace not due to geometry, the
modeled currents were projected onto the radial directiam the radars, and compared
with the observed radial tidal currents.

Comparisons fof/, radial amplitude and phase in the directions from Goro and
Pesaro are shown in Fig. 2.12 and 2.13, respectively. Thditangs decrease and the
phases jump by80° as the radial direction approaches the minor axes orientaifihe lag
between modeled and observed phases near the coast ig sirthia lag for the vector cur-
rents, showing that it is not an artifact of the geometriatitiin of precision. Furthermore,
since the radars resolved azimuth through beam-formingoad But direction finding at
Pesaro, the phase lag is not an artifact of the method of azahtesolution.

2.5 Western Adriatic Current

Phase-locked tidal currents explain less than 2% of thévataance over the 2-
year record. Low-frequency currents are stronger tham ¢iglgents, and exhibit temporal
and spatial variability that may interact with tidal propgign.

The mean circulation over the 2-year record (Fig. 2.14) st&1®f a southeast-
ward coastal current, the Western Adriatic Current (WAQ) @he northern limb of a
cyclonic gyre following the 50 m isobath (Poulain, 2001 thorthern Adriatic Filament
(NAF, Mauri and Poulain (2001)).

Profiles of the mean along-shore current along two crosseghensects are shown
in Fig. 2.15. Off Ravenna (northern section), the WAC is 40kide and reaches a max-
imum value of~ 6 cm/s at 20 km from the coast. Off Pesaro (southern sectio@)\WAC
widens to 50 km and intensifies to 12 cm/s at 10 km from the cétastross-shore profile is
almost linear. These characteristics are consistent Wwitbet inferred from surface drifters
(Poulain, 2001). Neglecting stratification, the mean seatid transport at the northern
section is~ 0.04 Sv (1 Sv =10°m3/s) and increases te 0.08 Sv at the southern section,
suggesting that as the NAF merges with the WAC, it brings.04 Sv.
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Temporal variability of the WAC is shown in Fig. 2.16. Soudkevard currents
are intensified during fall / winter and reduced or even re@érduring spring / summer, as
documented by Poulain et al. (2004) for summer 2003. Thisawed cycle is consistent
with contemporary surface drifter observations (Ursetlal ¢ 2007). There are strong high
frequency fluctuations, current reversals occurring wehqals as short as 3-4 days.

The tides propagate therefore in laterally sheared backgrourrents with spa-
tial scales smaller than tidal wavelengths, and temporélity from a few days to sea-
sonal.

2.6 Discussion

The differences between model and observations of tidaénots along the Ital-
ian coast are robust features that do not result from mea&neimitations, and may be
attributed to physical processes absent from the modehammiplete parametrization of
sub-grid scale processes, such as vertical mixing or bdttctron.

The drag coefficient parametrizing bottom friction is camst but should vary
between the smoother muddy bottom along the Italian coasttlee rougher sandy bot-
tom along the Croatian coast (Brambati (1990), their Fig.. Fsiction may therefore be
overestimated along the Italian coast, reducing the tideigy there.

Stratification may also account for the differences betwweedel and observa-
tions for the super-inertidl/, tides, by allowing the generation and propagation of irdern
tides, as the flow oscillates over sloping topography. Eweritie sub-inertial(; tides,
stratification could be important, if forced baroclinic nesdmodify significantly the bot-
tom currents, hence the effect of bottom friction. Stradificn is strongest in spring and
summer, when fresh water spreads from the Po over the norfdatic. It disappears
during fall and winter in the interior of the basin where thater column is mixed to the
bottom by outbreaks of cold dry Bora winds, but persists tigaitalian coast along which
the Po outflow is confined (Rizzoli and Bergamasco, 1983)s Tay explain why model
and observations compare better in the interior than albegcbast. Bottom-mounted
ADCP’s deployed off the Po delta may help evaluate the imatidrdes contribution.
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Interactions between tidal and low-frequency currenta@absent in the model.
Mesoscale currents in the Adriatic will affect the spattalisture and frequency of the nor-
mal modes of the basin, since they will affect the propagatibthe free waves of the
system. Therefore the response of the basin to the periddidorcing at the open bound-
ary should be sensitive to the presence of mesoscale csyrrespecially if the forcing
frequency is very close to an eigenfrequency of the basaditg to resonance. This is
almost the case for the Adriatic, for which the principal rasdave periods of22 hrs
and 11 hrs, which explains why the northern Adriatic tides are teeofid highest tides
in the Mediterranean sea (Cushman-Roisin et al., 2001)refére a possible significant
impact of low-frequency currents, even though they are sosmhpared to Kelvin waves
propagation speed, cannot be ruled out.

2.7 Conclusion

Surface tidal currents in the northwestern Adriatic wereasted from HF-radar
time series, and compared with numerical model predictidine good agreement in the
basin interior gives confidence in the model simulationsehe

However M, and K; modeled amplitudes are underestimated by 2 cm/s, and
modeled phases significantly lag observed phases in a natripralong the coast. This
region, less than 30-m deep, is stratified by low-salinityervdrom the Po outflow, and
laterally sheared by the Western Adriatic Current, botleabfom the model but possibly
affecting tidal propagation. The model may also incompyeparametrize the combined
effects of bottom friction and vertical mixing of momentum.
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O, | P Sy
13.7| 182.6| 365.3| K1
S, (148 148 | 142 | Oy
N, | 27.6| 9.6 | 365.2| P,
K, | 13.7| 182.6] 9.1

M- S N2

Table 2.1: Periods (in days) corresponding to the frequeliibgrence between pairs of
diurnal (upper triangle) and semi-diurnal (lower triarjgldal constituents.
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oT

M2 K1
maj | min | inc | pha maj | min | inc | pha
R || 5.9+0.3| 0.4+0.4 | 134.2t3.0| 167.8:3.7 | 3.1+0.5| -0.9+-0.5| 147.5+12.2 | 336.5+12.1
CP2| A | 5.7£0.5| 0.2+0.5 | 142.4t5.3 | 174.145.7 | 2.3+0.9 | -0.3+0.9| 127.9+22.2 | 331.7427.0
M || 6.3+0.1| 0.3+0.1 | 135.2t0.8| 171.G+0.8 | 2.9+0.1 | -0.14+0.1| 134.5+2.1 | 334.0+2.2
R | 6.6£0.3| -0.2+0.3 | 135.5+2.4 | 169.2t2.6 || 3.4+0.6 | -1.3+0.5| 136.3:10.9 | 338.0+10.9
CP3| A | 7.6+:0.3| -0.3+0.3| 126.6t2.9| 172.3t2.8 || 2.7+0.6 | -0.3+0.6 | 113.9-10.4| 329.0t14.5
M| 7.3£0.1| 0.1+0.1 | 130.3+0.8 | 169.4+0.9 | 3.4+0.1| -0.2+-0.1 | 127.4+1.8 | 333.6:2.2
Table 2.2: M, and K; major and minor axes amplitudes (cm/s), northern semi-mes inclination (degrees counterclock-

wise from east), and Greenwich phase (degrees) at ACE ngmo@G#2 and CP3 (see Fig. 2.1 for their locations). R: radars
observations, A: ADCP observations (at 3.4 m depth), M: mhpdeictions near the surface. The 95% confidence intearals
indicated.
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Figure 2.2: Geometric Dilution Of Precision (GDOP) ellipder various geometric con-

(top right) @and Ravenna only, (bottom
left) Ravenna and Pesaro only, (bottom right) Goro, RavemtbPesaro. The legend cor-

responds to the threshold value selected to discard veaterds poorly constrained.

figurations: (top left) Goro and Pesaro only,
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TIME (MM/DD/YY)

Figure 2.3: Temporal coverage of individual radar sites ahthe combined vector cur-
rents. The thickness corresponds to the percentage of gimdispwvith data. The fraction
of time when there is some data over the operating period3.88for Goro, 79.5% for
Pesaro, 80.1% for Ravenna, and 79.4% for the vector currents
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Figure 2.4: Cross-correlation between radial currentsfpairs of sites (left column), and
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and Ravenna (middle row), and Pesaro and Ravenna (bottojn fidve circle where the
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Figure 2.6: (left column)\/; ellipses, (middle column) major axis amplitude, and (right
column) Greenwich phase from (top row) the model , (middig)rthe radars , and (bot-
tom row) the difference radars - model (shown only where tgreia absolute value than
the combined 95% confidence intervals from the radars ancehswbr analyses). Coun-
terclockwise and clockwise ellipses are plotted in red alue bespectively. The phase
is defined as the lag of the maximum current (along the narteemi-major axis) with
respect to the astronomical phase\éf at 0°E.
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Figure 2.9: Statistics for the observed (black) and modé&ealy) major axis amplitude
(radius) and Greenwich phase (angle) for the 4 major tidasttuents (top:M; and K,
bottom: S, andO,). The average and standard deviation of amplitudes ancépluaer the
grid points with more than 4383 hourly observations (182%s)l are represented by solid
lines drawn from the origin and by ellipses, respectivelyzghal section along4.3N is
shown by dots, starting from the coast (star).
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Figure 2.10:M, (top panels) and’; (bottom panels) current ellipses and Greenwich phases
(represented by the angle of the straight lines relativeeoctaxis) at the CP2 (left panels)
and CP3 (right panels) mooring locations. Currents fronara@hick black lines), ADCP’s

at 3.4 m depth (thick gray lines), and model near the surfidue flack lines) are shown.
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Figure 2.11: Time series of modeled (thin) and observedKthlack) tidal currents, as
well as observed total currents (thick gray) at the grid fmahosest to moorings CP2 and
E4. (top) zonal current at CP2, (middle-top) meridionalrent at CP2, (middle-bottom)
zonal current at E4, (bottom) meridional current at E4. Theamover the fortnight has
been removed from the total currents to improve the comgaris
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Figure 2.12: M, Goro radial currents amplitude (left column) and phaseh{rigplumn)
from the model (top row), the radars (middle row), and théedénce radar-model (bottom
row). The phase is defined as the lag of the maximum radiaéotiwith respect to the
astronomical phase dfl, at0°E.

28



model

radar

radar — model

44.8
44.6
44.4
44.2

44

44.8
44.6
44.4
44.2

44

44.8
44.6
44.4
44.2

44

122 126 13.0 134

M2 amplitude [cm/s]

J

-2
122 126 13.0 134

Figure 2.13: same as Fig. 2.12 for Pesaro.
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Figure 2.14: Mean flow over the 2-year record, along with 95#fidence ellipses, com-
puted from the low-pass filtered currents variance scalatié&yumber of degrees of free-
dom estimated from the integral time scales of the time se(i2ashed lines) transects AA
and BB’ along which mean flow profiles are shown in Fig. 2.15.
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Figure 2.15: Along-shore component of the mean flow (top esireft y-axis, positive
values indicate flow toward the southeast), and bathymbtitdm curves, right y-axis),
along cross-shore transects AA and BB’ of Fig. 2.14.
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Figure 2.16: Time series of along-shore flow (negative \alneicate flow toward the
southeast) averaged over the cross-shore sections shawg.ir2.14 from the coast to
the distance of no mean flow. Currents were detided and |@s-pliered with a 3-day
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(thick lines).
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Chapter 3

Tidal currents in the Kaual Channel,
Hawal'l. Part |; observations and

numerical model predictions

Where it is shown that in a stratified ocean, near abrupt topphy, tides are
not accurately predicted at the surface by stratified 3-D atoal models, which assume
that they propagate in an ocean at rest, whereas surfa@nsitied energetic background
currents affect their propagation, and act as a low-passifilor vertical modes.

3.1 Introduction

The Hawai‘i Ocean Mixing Experiment (HOME, Rudnick et alO(B)) was de-
signed to improve our understanding of tidally-induced imgxand quantify the energy
budget for an isolated deep-ocean abrupt topographicrizafbout 20 GW 2 x 10° W)
of barotropic energy is lost at the Hawaiian ridge (Egbed Ray, 2001). An intensive
observational program was carried out in the Kaua'i Charore of the strongest internal
tides generation sites along the ridge (Merrifield et alQ)0 We report here on obser-
vations from two High-Frequency (HF) radio Doppler surfacerent meters and several
moored Acoustic Doppler Current Profilers (ADCP) deployed002 and 2003 to es-
tablish the long-term surface and sub-surface contexti®experiment. Such long-term
time-series are critical for placing the short-term diasipn measurements, often taken
over one or two tidal cycles at a given location (Klymak et 2006; Carter et al., 2006;
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Lee et al., 2006), or instantly along ship transects (Maatid Rudnick, 2007), into the
context of tidal and mesoscale variability. They are alsiicat to estimate the amount of
energy smeared out of the phase-locked signal (incohenengy) by amplitude and phase
modulation as the internal tides propagate through a vgrgnedium (Chiswell, 2002),
in order to adjust estimations from phase-locked obsemat{coherent energy), such as
altimetry (Ray and Mitchum, 1997; Ray and Cartwright, 2001)

We compare our observations to the predictions of two aifienumerical mod-
els. Both compute the internal tides generation and prdpagwith realistic bathymetry
and stratification in an ocean at rest, but they differ inrthpproach. One model (POM,
Carter et al. (2007)) is nonlinear and uses a complex tunbalesure scheme, while the
other (PEZHAT, Zaron and Egbert (2006b)) is linear with diemweak down-gradient
diffusion. A companion paper, Zaron et al. (2008), presantassimilative solution for
PEZHAT, in order to infer the nonlinear and dissipative dynes from the HF-radio data.

The paper is organized as follows: the experimental seitidgscribed in section
3.2, the numerical models are described in section 3.3 amgaced to the observations in
section 3.4. The results are discussed in section 3.5 anthatined in section 3.6. Ap-
pendix A describes data processing and Appendix B complaegdf-radios and ADCPs
observations.

3.2 Instruments and methods

Two 16 MHz HF-radio surface current meters were deployedgibe west coast
of O'ahu, Hawai'i (Fig. 3.1), from September 2002 to May 208iF-radios infer the radial
component of surface currents from the Doppler-shift ofcadaves Bragg-scattered by
surface gravity waves of half the electromagnetic wavdlengr 9.35 m at 16 MHz. At
least two sites are required to construct vector currenke forthern site was at Ka'ena
Point (21.57N, 158.26W), on top of a cliff 360 m above seallelke southern site was at
Ko*Olina (21.33N, 158.12W), along the shore at sea level.

The FMCW (frequency-modulated continuous-wave) Dopge€ias were oper-
ated with 100 kHz bandwidth, yielding a range resolution & Bm. A chirp length of
0.34 s, averaging time of 9 min and repeat cycles of 20 min wergrammed, each site

34



transmitting while the other was quiet. The transmit angeamays formed a beam toward
the ocean, a null in the direction of the receive antennasdaae the direct path energy,
and a 22-dB rejection of the back signal (critical at Ka'emanPto attenuate the echoes
from the northern side of the Kaua'i channel). The instruteevere operated in beam-
forming mode with linear arrays of 16 receive antennasnbe@ at302° clockwise from
north at Ka‘ena an@55° at Ko'Olina, yielding an azimuthal resolution ef 7 degrees
when steering the beam normal to the receive array, and diegrat higher incidence an-
gles; above 60 degrees the sidelobes are too large to olteimtaminated measurements
(Gurgel et al., 1999).

The maximum range of good measurements depends on the pigpalgation
conditions and on the ambient electromagnetic noise. Quhie experiment, there was a
marked diurnal modulation of coverage (Fig. 3.1). The maximday/night time ranges of
50% data return were 121/94 km for Ko*Olina, and 127/106 knKi@'ena from September
to November 2002. Presumably, the D-layer of the ionosplmeoge dissipative, inhibits
the propagation of distant electromagnetic signals in dae,t but disappears at night,
leaving the more reflective E-layer to propagate distardtedenagnetic noise. To reduce
the impact of this modulation on the analysis of tidal cdnstits, least-square fits were
performed only if more than half of the data were availaliehbuld be noted that/, will
be less affected by a diurnal modulation of data availakilian /; (separated frons; by
only one cycle per year, see Table 2.1)5%r

Vector currents were mapped on a 5-km resolution Cartesidrby least-square
fitting the zonal and meridional components to radial meswents from both sites within a
5 km search radius. The range of useful data was limited bgngéac dilution of precision
(GDORP, see Fig. 3.2 and Appendix A). Vector current estiomatiwith a GDOP greater
than 1 were discarded.

ADCPs and temperature and salinity sensors were also dsployother inves-
tigators (D. Luther, M. Merrifield, and M. Levine), on moogs A2 (1330m water depth),
C1 (4700m water depth) and C2 (4010m water depth). Upwaokiihg 300 kHz AD-
CPs were deployed at 90m depths on each mooring, providing good data up to 12 m
below the surface, with vertical resolution of 4 m, and 10wté acquisitions at C1 and
20-minute acquisitions at C2 and A2. Upward-looking 75 kH2@Ps were deployed at
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~ 750m depths on each mooring with another one-at300m on A2, with vertical reso-

lution of 8 m, and 8-minute acquisitions at C1, 10-minutelasitjons at C2 and 16-minute
acquisitions at A2. The two deepest ADCPs ranges at A2 wesdapping for a few depth

bins. Visual inspection of the data prompted to discard tiddlla ADCP data in favor of

the deeper ADCP where they overlapped. At all mooringsethieere diurnally missing

observations between 160 and 350 m due to a lack of scatteriees a day. The same
procedure as for the HF-radios was applied to minimize irtgpan data processing. Fi-
nally, 36 irregularly-spaced temperature sensors on A2realthe water column from 210
m to 1280 m. Clusters with instruments closer than 40 m froohedher were averaged
together. Temperatures were detided and low-pass filtertcavB-day cutoff period.

Temporal coverages of the instruments are shown in Fig. RaBures occurred
at both sites due to electrical power loss, cables damageditbyun-up at Ko‘Olina and
by high winds over Ka'ena ridge, and by intermittent raditerference. Data was lost for
periods of a few days to 2 months at Ka‘ena. Therefore, twd&@periods (corresponding
to four spring-neap cycles) of almost uninterrupted cogeraere selected for analysis:
Sep 11 to Nov 9, 2002 (period 1), and Mar 3 to May 1, 2003 (pe2ijpdA quality check
of the radial currents is provided by the correlation betweeasurements from both sites,
which should mimic the cosine of the angle between the twessitalong-baseline and
across-baseline current components were uncorrelatédegital variance (Appendix B).
This is indeed well verified (Fig. 3.4), although the cortigla is slightly lower at far
ranges north of C1 than south during period 1, and in the raidtiihe sector during period
2. This is therefore more likely attributable to the viotatiof the above assumptions than
to measurement errors.

Comparisons between HF-radios and ADCPs are presentedoentiix B. The
instruments are consistent both at high and low frequen&letary spectra of the surface
currents, spatially averaged over grid points with morentii&% temporal coverage, are
shown in Figure 3.5 for each period. The spectra are red, théhmaximum energy at
periods longer than 30 days during period 1, and at periotiédes 15 and 30 days during
period 2. These low-frequency currents are described ip@hma4 and 5 and Appendix E.
The next strongest energy is at the semi-diurnal tides,enthé diurnal tides energy is an
order of magnitude smaller with barely defined peaks. Harosarf M/, are distinguishable
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but weak. There is a small intertidal peak at 19.3hr duringplel and 21.5hr during period
2, not far from the 20hr peak in sea level records from Honotuld Mokuoloe described
by Luther (1985). Most of the sub-inertial clockwise pead ¢lose to idealized island-
trapped wave frequencies, the fundamental eigenfrequagiag very close to the inertial
frequency (Merrifield et al., 2002) and therefore masking itertial peak. They were
computed for a circular island with vertical walls over a thatttom ocean 4500m deep,
with a radius of 29.4 km, representative of the circumfeeeaot O'ahu (Luther, 1985).
Baroclinic modes equivalent depths were computed usimgifstation profiles, averaged
over each period, from Station ALOHA, located 100 km nortt©&ihu (Karl and Lukas,
1996). The first four vertical modes of the first azimuthal ev@orrespond very well to
peaks during spring 2003. This is surprising and may be itods for vertical modes
higher than 2, since their shorter offshore decay scale itiegta more sensitive to bottom
slope close to shore (Hogg, 1980). The peaks at 5.5 daysgdpeiriod 1 and at 8.4 days
during period 2 are probably not associated with islandaedpvaves. The latter is close to
the 8 days peak observed by a current meter moored at 41 m alightbre of Kahe Point
(on the west shore of O‘ahu) from Dec 1983 to Mar 1984 (Lumgk®o5), his Fig. 14).
We focus here on the main tidal frequencigs,( S;, K7, andO,).

3.3 Numerical models

Two 3-D stratified numerical models of the tides are compavitd our obser-
vations. These models have been validated with altimetdynaoored ADCPs (Zaron and
Egbert, 2007; Carter et al., 2007).

3.3.1 Description

PEZ-HAT (Primitive Equations Z-coordinate - Harmonic Aysik Tides, Zaron
and Egbert (2006b)) is a primitive equation model based et@G#ophysical Fluid Dynam-
ics Laboratory Modular Ocean Model (GFDL MOM3, Pacanowsikd &riffies (1999)),
and a set of modules to implement the astronomical tidalifigrcopen boundary con-
ditions, and harmonic analysis of the solutions. In the gmespplication, PEZ-HAT is
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configured as a solver for the primitive equations lineatiaeound a horizontally uniform
background state. It is forced by the normal component ofMhebarotropic transport
on open boundaries, inferred from a larger-scale datawélasing barotropic tidal model
(Zaron and Egbert, 2006a), and by astronomical body foreirgch includes corrections
for self-attraction and solid-earth loading (Zaron and &gl2007).

The second model, POM (Princeton Ocean Model, Carter e@07)), is a
nonlinear primitive equation model with a second momenbulent closure sub-model
(Mellor and Yamada 2.5-level). It is forced by, elevation and barotropic velocity on
open boundaries, inferred from the Hawaii region TPXO6\&lise model (Egbert and
Erofeeva, 2002). Therefore comparisons between the meteldd reveal the effects of
tidal self-interactions and more complex turbulence ngyparametrization on the internal
tides predictions.

The simulation domains encompass the main Hawaiian Isjamdduding the
Island of Hawai'i, which is not associated with large banaicl energy fluxes (Merrifield
and Holloway, 2002). The bathymetry is derived from muldéilmesonar data (Eakins et al.,
2003) smoothed and gridded to the model resolutions. Théfatation is from tempera-
ture and salinity observations at Station ALOHA, averagest -month (Sep 2002 - May
2003) for PEZHAT and 10 years for POM. They differ only slighh the upper 300 m,
with negligible effect on the lower vertical modes (Fig. )3.éhe surface values vary by
less than 8% for the first three modes. Note that PEZHAT serf@tues are lower than
POM. Other relevant parameters are listed in Table 3.1.

3.3.2 Results and comparisons

The M, kinetic energy and phase (phase is defined as the lag of themumaix
current, along the northern semi-major axis, with respethé astronomical phase 6f,
at 0°E) of the barotropic and surface baroclinic currents fohbrabdels are shown in Fig.
3.7 and Fig. 3.8, respectively. Scatterplots of POM vs. PEEZMalues are shown in Fig.
3.9.

M, internal tides are generated as the barotropic tide enemitite Hawaiian
ridge, propagating almost perpendicular to the ridge asaosnfthe northwest (Larsen,
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1977). The elongated structure of the ridge forces the tmpiat currents to flow over
the topography rather than around it (Fig. 3.7, top panétslcing vertical velocities
that advect isopycnals up and down along the ridge flanks.sAr@nce occurs when the
topographic slope in the direction of the barotropic cuisda equal to the internal tide
characteristic slope. At these locations, the baroclinergy is focused into beams radiat-
ing up and down the water column along the characteristtkeating subsequently off the
sea surface and bottom (Merrifield and Holloway, 2002). Thiustrated in Fig. 3.10,
which shows vertical sections of baroclinié¢, kinetic energy and phase across the ridge
and cutting through C1 and C2-A2.

The surface reflexion areas are clearly visible in Fig. 3ottflm panels) as arcs
of enhanced surface baroclinic currents on both sides ofidge ~ 30-40 km from the
ridge axis. The phase of the surface baroclinic curren. (Bi8, bottom panels) shows
the propagation of the internal tides away from the ridgeéerfierence patterns with other
generation areas are found west of Kaua'i and east of O‘alotic&lalso the complicated
phase pattern right over the ridge, where internal tidegigdad on both sides of the ridge
are superimposed. In contrast, the barotropic phases vanjarger scales, except around
the islands where abrupt phase changes are found. Thedycoturrents are less than
5em/s in deep water, but can reach over 30 cm/s over the shallow phtihe ridge.

The barotropic currents are well correlated between bottieisp being mainly
determined by the boundary conditions and the topograptiyhle amplitudes are stronger
in PEZHAT compared to POM (Fig. 3.9a). The ratio of spatiallxeraged barotropic ki-
netic energy of PEZHAT over POM is 1.32 for the area displayeBig. 3.7. This can
be attributed to the lack of body forcing in POM (open bougdamditions are similar for
both models). In contrast, the surface baroclinic currehtsv much less correlation (Fig.
3.9b). The surface reflexions are at similar locations beitaagaker in POM, probably as a
result of the weaker barotropic currents, except for an soeigh of Kaua'i, corresponding
to the surface reflexion of internal tides generated betv&ara'i and Ni‘ihau. The ratio
of spatially averaged baroclinic kinetic energy of PEZHADPOM is 1.27 for the area
displayed in Fig. 3.7, close to the ratio of barotropic kinenergy. Phases are in good
agreement between both models (Fig. 3.9, bottom panetbpualh there is a stronger
scatter for the baroclinic surface currents. POM phases bmaller scale structure than
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PEZHAT phases, possibly due to nonlinear interactions. Miedian phase differences
(POM minus PEZHAT) is-0.4° and—10.2° for the barotropic and surface baroclinic cur-
rents, respectively.

There are also differences in the vertical structure of dari@ currents between
both models (Fig. 3.10). At C1, the surface amplificationtisrsger in PEZHAT, but the
subsurface maximum around 300-400 m is weaker, than in PQissd3 agree above 200
m and below 600 m, but differ by 130° in-between. At C2, PEZHAT predicts a surface
intensification absent from POM. This comes from a southypaogpagating beam gener-
ated at the northern branch of the ridge. Both models shovbausiace intensification,
corresponding to the beam generated at the southern brérnicd ndge, although offset
by 120 m in the vertical, and twice as strong in PEZHAT. Fiyall A2, there are 3 sub-
surface maxima, the 2 shallowest corresponding to the s@uthpropagating beams while
the deepest corresponds to a northward propagating beameged at the southern branch
of the ridge. They are offset in the vertical: the shallowesdam is deeper in PEZHAT by
65 m, while the middle and deeper beams are shallower by 80dmM@hm than in POM,
respectively. This may be a result of the different stratimn (for the shallower beam)
and vertical discretization, the 61 levels terrain-foliogzcoordinates of POM providing a
better resolution over shallow topography than the 60 gezatoordinates of PEZHAT.

3.4 Models and observations comparisons

HF-radios and ADCPs currents were harmonically analyzedjke T-tide Mat-
lab package (Pawlowicz et al., 2002) over each 59-day pedodng which both instru-
ments recorded data (Fig. 3.3). Six tidal constituents, s, N2,K;,01,Q1), a constant
and a linear trend were least-square fitted to hourly smdotibservations. In addition,
HF-radios were harmonically analyzed over the 9-monthnascasing 8 tidal constituents
(Ms,S5,N5,K5,K1,01,Q1,P;), for comparison with the numerical models.
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3.4.1 M, constituent

Fig. 3.12 and Fig. 3.13 show the total (barotropic plus blamm} )/, surface
currents ellipses and phase, and radial components anhgphtud phase in the direction of
Ko‘Olina and Ka‘ena, respectively, from the HF-radios, AB£L12m bins and models. At
C1, the HF-radios (models) major axis amplitude is smalbgér) than the ADCP. The
inclinations of the HF-radios and models ellipses differléss than 6 degrees, but by up
to 20° from that of the ADCP. The phases all agree witkin(~ 15 minutes). Because of
the significant geometric dilution of precision at C1 for thE-radios vector currents (Fig.
3.2), it is better to compare the amplitude and phase of tti@lraurrents in the direction
of Ko‘Olina and Ka'ena (Fig. 3.13, top panels). For these thirections, the observed
amplitudes agree within the 95% confidence intervals, vih#éemodels are overestimating
them. However, the HF-radios and models phases agree \hihi85% confidence inter-
vals, while the ADCPs and models phases are significantlgréift, reflecting the ellipse
inclination differences. At C2 and A2, only the radial compat in the direction from
Ko'Olina can be compared (Fig. 3.13, bottom panels). Theentesl currents amplitudes
are not or barely significant at the 95% level, and obsermatamd models amplitudes and
phases all differ. Again the models overestimate the aogs.

Fig. 3.14 shows the kinetic energy and ellipses of totalqtrapic plus baro-
clinic) M, surface currents and the amplitudes of the radial curreats the models and
HF-radios. A comparison with Fig. 3.7 shows that the surfageents are dominated by
the baroclinic component, except near Ka‘ena Point. 3igili the surface reflexion is not
reproduced in the observations, except southwest of KdPemat. Instead there is an area
of slightly enhanced energy further away from the ridge teed at (158.5W, 21.15N),
with circular ellipses. A comparison of the radial ampliésdshows more clearly that the
HF-radios measure enhanced currents further away fromidige by about 20 km and
weaker than in the models.

Scatterplots of modeled versus observed M2 kinetic enardyadial amplitudes
(Fig. 3.15) reflect the discrepancies and show the tendeinityeanodels to overestimate
the amplitudes, especially for the strongest values. Ttie cd modeled over observed
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spatially averaged surface kinetic energy for the areareoMey the HF-radios is 2.67 for
PEZHAT and 1.43 for POM.

Phases, on the other hand, show better agreement than ueplitFigs. 3.16
and 3.17). The direction of propagation of the baroclinilesi change near O‘ahu as the
tides are refracted by the topography (this could also betageneration areas over the
shallow part of the ridge near Ka'ena Point where the bapatrourrents are aligned in the
along-shore direction, see Fig. 3.7). The mean wavelengthtbe area of observations,
computed from the gradients of the cosine and sine of ph&sd§2 km from the HF-
radios, slightly larger than the 150 km of the first barodini, internal mode detected
from altimetry data (Ray and Mitchum, 1996), and 103 km andl &2 for PEZHAT and
POM, respectively, indicating the contribution of higheodes responsible for the beam-
like structure of the internal tides in the models. The medidferences between observed
and modeled phases &r®° for PEZHAT and7.3° for POM.

Comparisons of the vertical structure are provided by thened ADCPs. They
covered almost the whole water column at A2, so baroclinicerus were computed by
subtracting depth-averaged currents. At C1 and C2, ADCBsaavered a small portion
of the water column, so barotropic currents from PEZHAT wsritracted to obtain baro-
clinic currents. As C1 and C2 were moored in deep water, bgymt currents are weak and
rather well predicted by numerical models. Fig. 3.10 shdveskinetic energy and phase
for the models and ADCPs currents. Th& currents intensification corresponding to the
locations of the beams are confirmed by the observationgpéXar the surface intensifi-
cation at C2, although the observed amplitudes are weakerttite modeled amplitudes.
At C1, the surface intensification starts just above 200 nménnhodels, while only above
100 m in the observations. POM phases follow the observedepimerease with depth,
with some oscillations around the observed values assalowth the location of the beam
reflected from the sea surface, but PEZHAT phases differ trmmobserved values except
near the surface. At C2 and A2, both models reproduce thendsphase variations. At
A2, the three subsurface intensifications are present inlikervations around 240 m, 600
m and just above the bottom at 1290 m. The latter is deepeeinlikervations than in the
models, due to their limited vertical resolution.
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3.4.2 S, Kq, and O, constituents

For these constituents, only POM runs are available, widdaced domain. The
modeledS, pattern is similar to that o/, (compare Fig. 3.14 and 3.18, and Fig. 3.16
and 3.19), but weaker. However, the obsergegattern is different from the observéd,
pattern, being more similar to the modeléf}, pattern, with the surface reflexion at the
same location than in the model. The observed mean horiavat@length is 143 km, the
modeled being 103 km. The ratio of modeled over observeabwotally-averaged kinetic
energy is 1.50, close to thd, ratio.

Observed and modeled diurnal tidal surface currents arediferent, both in
amplitude and phase (Fig. 3.20 and 3.21 for, and 3.22 and 3.23 faD,). Observed
amplitudes are generally much stronger than modeled amdplt The ratio of observed
over modeled horizontally-averaged kinetic energy i6 for K; andO,. Modeled phases
are very homogeneous, the domain being too small to resbl/@ropagation structure
with wavelengths of- 400 km. Observed phases are less homogeneous, but do not show a
clear propagation signal neither.

3.5 Discussions

Modeled and observed semidiurnal tidal currents have armpthases, with only
differences in the inferred internal tide wavelength, Ingt &amplitude patterns and magni-
tudes differ forM;. This cannot be attributed to a particular model, since butkels are
more similar to each other than to the observations. A ptessdndidate for explaining the
differences is the assumption in both models that the tidegggate in an ocean at rest.
The ocean around the Hawaiian islands is not at rest. Meagrrasrflow along the ridge
on both sides, and instantaneous currents are dominatedebgetic mesoscale and sub-
mesoscale eddies (Patzert, 1969; Lumpkin, 1998; Qiu e1997; Flament et al., 2001),
described in Chapters 4 and 5 and Appendix E. Eulerian iatdégne scales computed
from the HF-radios observations are typically 3 days only.

Spatial variations in stratification associated with meatescurrents in thermal
wind balance, combined to Doppler-shifting by the mesascalrents, modify the propa-
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gation paths and amplitude by refraction of the internagi(Rainville and Pinkel, 2006b;
Park and Watts, 2006). The associated modification in traned from the generation

area and the measurement locations modulate the phase afsbe/ed signal (Chiswell,

2002; Alford et al., 2006). Phase and amplitude modulatiead to a leaking of energy
into neighboring frequencies around the tidal frequen@esoherent part of the energy),
hence decreasing the amount of coherent energy, given byatineonic analysis over the
9-month record. Colosi and Munk (2006) designed two methoéstimate the incoherent
internal tide energy from the Honolulu and Hilo sea levebres, the first in the frequency
domain (spectral analysis) and the second in the time dofecamplex demodulation).

Our records lengths are much too short to apply their frequemalysis, since we can
barely separate tidal constituents separated by 1 cyclmpeth. We will therefore apply

their time domain analysis, after some modifications rexgllyy the short time scales of
variability involved here.

The demodulation window length must be chosen no longerttieoharacteris-
tic time scales of the mesoscale currents, hence shouldde days at most. Therefore it
is not possible to separate M2 from S2 and K1 from O1 by comgiégmodulation, and the
demodulated amplitude and phase for M2 and K1 will show vViana caused by the other
tidal constituents. To separate them from variations ahlryemesoscale variability, we
also apply the complex demodulation to the phase-locked tigkrrents obtained from the
harmonic analysis over the 9-month record, which resolfiednain tidal constituents in
the diurnal and semi-diurnal groups. We choose a windowtkeofy3 days to fully resolve
M2 and K1 in the presence of noise and missing data, and mewsitidow at daily time
steps. A harmonic analysis is performed over each 3-day eegoy least-square fitting a
constant, a linear trend, and M2 and K1 sinusoids. The fit igppdormed if more than
50% of data are missing.

Fig. 3.24 shows the complex-demodulated semi-diurnal mejes amplitude
and phase at C1, for the HF-radios grid point closest to ClilrmdDCP 12-m depth bin.
A large fraction of variability is due to the interferencetWween different tidal constituents
(spring-neap cycle and monthly modulations). Howeverdihemains a significant fraction
of variability not attributable to these interferences. d¥lnoticeable is the delay and in-
creased strength of maximum currents for the first sprirgy tihich should have occurred
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on Sep 22 according to the phase-locked tidal currents,dtutily occurs on Sep 27-29
for the observed currents, 5-7 days later. It correspondse@assage of a cyclone over
the mooring location (see Chapter 4). Park and Watts (200@)ed that eddies in the
South China Sea modify the propagation paths of mode 1 ialtéides through refraction
by varying stratification and currents. Trajectories areused toward the center of cy-
clones, leading to an increased energy over the cyclonds Wiay are diverted away from
the center of anticyclones. Using 3-D ray tracing, we sho&lapter 4 that the same is
happening here for the internal tidal beams.

At other times, the mesoscale currents do not affect mucmtbenal tides prop-
agation, and the observed amplitude pattern resemblesddeled pattern, as shown in
Fig. 3.25 on 11/05/2002. Interestingly, this only happeusrd) spring tides, and may
have constrained the observ8g pattern to be more similar to the modeled semi-diurnal
patterns than the observéd, pattern.

To account for the incoherent energy lost by the 9-month baroanalysis, we
average the complex demodulated tidal surface currengsikienergy over the observation
area, and plot the resulting time variability in Fig. 3.2éelenergy leaked to neighboring
frequencies due to time variability of tidal amplitude artthpe, caught by the complex
demodulation but not by the 9-month harmonic analysis,lt@guhigher kinetic energies
for the “full” currents than for the phase-locked curremtfhough we cannot separate the
contributions from the different semi-diurnal constittgeiif we assume that each looses the
same relative amount of coherent energy (as supported Isyrtiilar ratios of modeled over
observed horizontally-averaged kinetic energies), ttie td temporally-averaged kinetic
energies should reflect that of each constituent. The lastte6 during fall 2002, slightly
higher than the ratio of modeled over observed phase-locked energy for POM, but
below that for PEZHAT, and only 1.1 during spring 2003, irigignt to account for the
differences with the models. During spring 2003 there wertteonly times when the “full”
energy was stronger than the phase-locked energy (e.gncguril 18), like during Fall
2002, but also times when it was weaker (e.g. around March\W@)show in Chapter 4
that this is due to the passage of mesoscale vorticity waverstbe ridge, modulating the
internal tides surface amplitude higher or lower, depegdimthe phase of the waves.
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Another possible contribution to the lower energy leveljpmigg 2003 is that the
barotropic to baroclinic energy conversion is modulatedheystratification changes asso-
ciated with the vorticity waves. Holloway and Merrifield @9 investigated numerically
the internal tide generation by idealized seamounts amgksidvith realistic stratification
profiles. To investigate the effect of stratification vaoas, they compared the depth-
integrated energy fluxes for two different stratificatiomfges for the same topographic
feature, a Gaussian shaped ridge peaking at 200 m belowvaavigth horizontal aspect
ratio equal to 3. One profile was representing the annuablyasped Hawaiian conditions,
and the other had reduced values in the upper 1500 m. They fian the energy fluxes
reached 50% higher values about 30 km from the ridge cresteicase of weaker strat-
ification. Assuming that the barotropic tidal currents weog affected, they attributed it
to the fact that the ratios of bottom slope ¢, characteristic slope were closer to 1 in
the supercritical depth range, which increased the areaatcritical slopes and therefore
favored the barotropic to baroclinic energy conversion.

Similarly, Park and Watts (2006) suggested that stratiioatariability associ-
ated with mesoscale eddies was responsible for interred géneration modulation in the
Southwestern Japan/East Sea. They showed that basin eddiatrbaroclinic mode M2
amplitudes seemed correlated with the difference betwseiM characteristics and bot-
tom slopes averaged over the continental shelf-slopemegio

The same could happen in our case when stratification isasecein the up-
per water column during the passage of the vorticity waves tive ridge (see Chapter
4). To investigate this possibility, we compute the characteristic slopes from the HOT
stratification and from that associated with an idealizabbthe observed vorticity wave
on March 19, 2003. Histograms of the ratio of bottom slopehia direction of maxi-
mum barotropic vertical velocity (computed from PEZHAT wabn) over M, character-
istic slope for depths shallower than 2000 m and areas ofidlye potentially affecting
the HF-radios observation domain are shown in Fig. 3.27. ¥detkat the changes are
negligible, with only slightly fewer locations with ratiagar one in the presence of the
vorticity wave. This suggests that the internal tide geti@nas not significantly affected
by stratification variability associated with mesoscabgtiees passing over the ridge.
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The strong stratification in the seasonal thermocline duifiall conditions (Fig.
3.6) could also affect the internal tides reaching the sexfthrough partial reflexion of en-
ergy at the stratification peak, which is not taken into actday the WKB approximation
used in Chapter 4. Gerkema (2001) studied the propagationieshal waves in an ocean
with an idealized stratification consisting of a mixed uplaster and a linearly stratified
lower layer, with a density jump across the interface, whigresented the thermocline.
He showed that a strong thermocline was almost entirelyataflg upward propagating
internal wave beams, while with a moderately strong thetmesome energy was leaking
into the mixed layer, and with no thermocline the beams wefieating off the sea sur-
face. This would imply for us that the energy reaching thdasr should be stronger in
spring than in fall, contrary to our observations. This ®gig that this phenomenon is not
dominant here.

Rainville and Pinkel (2006b) showed that the effect of mealesvariability on
the propagation of internal tides generated in the Kauaar@iel increased with higher
mode numbers, and could explain the decay of the coheremilsidpng Topex-Poseidon
track 112 south of the ridge. The same phenomenon can explainbservations: the
beam structure of the internal tides near the ridge requnasy vertical modes to be su-
perimposed coherently. The strong mesoscale currentsvaaseear the ridge render the
higher vertical modes incoherent with the barotropic flogovery close to their generation
locations, so that at the first surface reflexion, the vdrsitacture results mainly from the
lowest modes, yielding a weaker and broader area of enhaeady, as shown in Fig.
3.28. Comparing Fig. 3.28 to the observations in Fig. 3.Wafind a qualitative agree-
ment, the weaker and broader area of increased energy ibhseevations being consistent
with the contribution of only a few low modes. However, thedton of this area still
does not correspond to that in the low-modes summations tihel®OM model. The dis-
crepancy could be attributed to several factors. Firss,itha qualitative explanation only,
since a quantitative analysis as in Rainville and PinkeD@t) would be complicated by
the fact that vertical modes are coupled together in the atsgariable topography (Grif-
fiths and Grimshaw, 2007) and vertically-sheared curredisogrs, 1975a). Therefore,
computing vertical modes at each grid point of the model amjepting the currents on
them is not expected to reproduce the evolution of the lowesa@s they propagate away
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from the ridge. Second, the low modes can be affected by tla merrents, or be recti-
fied by the mesoscale variability. Zaron et al. (2008) usedtita-assimilating version of
PEZHAT to assimilate the HF-radios observations and diagribe structure of the mean
currents that would explain the observations if the onlysimig physics in the model were
the tides-mesoscale interactions. The result does naht#sehe observed mean currents,
suggesting that the rectification by the mesoscale vaitiaisipreponderant.

3.6 Conclusions

Observations of surface currents by High-Frequency radioceat meters were
compared with two 3D high resolution numerical models oftiles in the Kaua'i Chan-
nel. Over the observed area, south of Ka‘ena ridge, thegsid#&ce currents are dominated
by the baroclinic modes. An harmonic analysis over the 9imoecord yields a good
agreement for the phases, consistent with a southwestwapdgation of low-mode inter-
nal tides refracted by topography. However, the amplitudeooizontal kinetic energy are
not well reproduced by the models. They both predict a barghafply enhanced energy
between 30 and 40 km from the ridge crest, correspondingdditst surface reflexion
of internal tidal beams generated at critical slopes on tekfl of the ridge. Instead, the
observations show weaker and broader areas of increaseglyemmame extending south-
westward from Ka‘ena Point, at the same location as in theetsp@dnd one centered at
(158.5W, 21.15N), with circular current ellipses,20 km further away from the ridge than
in the models.

Observations also show a strong temporal variability ingpatial pattern and
amplitude of the semi-diurnal and diurnal currents, duenterference between the differ-
ent tidal constituents and to interactions with mesoscatesats. The latter are surface-
intensified and therefore mainly affect the tides in the @00 m of the water column (see
Chapter 4). This explains why deeper observations fronrHiBME investigators agreed
quite well with the POM model (Rainville and Pinkel, 2006&g.et al., 2006; Alford et al.,
2006; Nash et al., 2006; Carter et al., 2006), while sigmifichfferences are found with
our surface observations. The observed energy patterne@xgained as the superpo-
sition of only a few low modes, the higher modes coherent dugas being reduced by
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the mesoscale variability. Accounting for the incohereant pf energy in the observations
yields averaged values closer to the modeled values.
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Parameter PEZHAT POM

Ax 2km ~ 1km (0.01°)
Az 60 z-levels unevenly spaced 61levels evenly spaced
(30m near surface to 430m at 4000m)
Ay 5 x 107*m?2.s71 Mellor-Yamada 2.5
Ky 0.5 x 107*m?2.s7! 0
Ap 12m?.s7t Smagorinsky
Ky 12m?.s71 0
T 14 M, periods 18\, periods
Tya 3 M, periods 6M, periods

Table 3.1: Models parameterax: approximate horizontal resolutiof\z: vertical reso-
lution, A, and Ky vertical viscosity and diffusivityd ; and K5 : horizontal viscosity and
diffusivity, 7. time of model integration]; 4: time at the end of model integration used
for harmonic analysis.
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Figure 3.1: Bathymetry (from 150m resolution data, Eakihale(2003)) of the Kauai
Channel (thin gray lines every 500 m, thick lines for 0 m) amallimits of 50% HF-radios
data return over the period Sep 11 to Nov 9, 2002 for day tinpen(to 4am UTC, thick
solid lines) and night time (4am to 4pm UTC, thick dashedd)nelhe area of 75% data
return for vector currents is shaded in gray. The locatidrith® HF-radios (circles) and
HOME moorings (triangles) are indicated.
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Figure 3.2: Geometric Dilution Of Precision (GDOP) ellips&he legend corresponds to
the threshold value selected to discard vector currentdypoonstrained.
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Figure 3.3: Temporal coverage of the two HF-radio siteshefdombined vector currents,
and of the ADCPs. The lines thickness corresponds to thieve|gercentage of grid points
with data. The two 59-day periods selected in this study laaeled in gray: Sep 11 to Nov
9, 2002 (period 1) and Mar 3 to May 1, 2003 (period 2).
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Figure 3.4: Correlation between Ko'Olina and Ka‘'ena radiarents for the first period (a)
and the second period (b); and the cosine of the angle bettheensites (c). The circle
where the angle between the two site8(i%is shown for reference.
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Figure 3.5: Rotary power spectra spatially-averaged oxidrgpints with more than 75%
data return (Fig. 3.1) for period 1 (a) and period 2 (b). Bl#uik lines for clockwise
and gray thick lines for anticlockwise components. 95% ctarfce intervals, shown at the
bottom of the panels, narrow at higher frequencies withrthesiased number of degrees of
freedom used in the selected frequency ranges. Tidal toests, inertial frequency and
island trapped waves frequencies (top number: azimuthdemimottom number: vertical
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dashed lines indicate a -5/3 slope in frequency.
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Figure 3.8: Same as in Fig. 3.7 for the phase.
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Figure 3.10: Vertical structure of th&/; kinetic energy along the C1 (top panels) and
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M2 surface current ellipses at C1
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Figure 3.12: M, surface currents ellipses at C1 for ADCP’s 12 m bin (thickdsbhe),
HF-radios (thick gray line), PEZHAT (thin solid line) and MJthin dashed line). Phases
are represented by the angle ccw from the x-axis of the $iréges.
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Figure 3.13: M, surface radial currents in the direction from Koolina (ajl &aena (b)

at C1 and in the direction from Koolina at C2 (c) and A2 (d). éed is the same as
for Fig. 3.12. Observed currents parameters were obtaiwed harmonic analyses on

radial currents. Modeled currents parameters were olatdmen a projection of the tidal

ellipses on the radial directions. Phases are represegtdtelangle ccw from the x-axis
and amplitudes by the length of the straight lines. 95% cenfié intervals on amplitude

and phase are shown by ellipses.
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Figure 3.16: Same as Fig. 3.14, but for phases.
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Figure 3.17: Same as Fig. 3.15, but for phases.
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Figure 3.19: Same as Fig. 3.18, but for phases.
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Figure 3.20: Same as Fig. 3.18, but féy.
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Figure 3.28: Horizontal kinetic energy of baroclinic sudeacurrents reconstructed from a
summation of a different number of modes for POM: (a) model{,¢hb) modes 1-2, (c)
modes 1-3 and (d) modes 1-10. The modes were computed natheateach grid point
with the local bottom depth, and the vertical profiles of eats were projected onto the
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Chapter 4

Tidal currents in the Kaual Channel,
Hawal'l. Part Il: interactions with

mesoscale currents

Where it is shown that strongly vertically and horizontadlyeared background
currents affect internal tides amplitude, phase and trajees.

4.1 Introduction

Interactions of internal waves with mesoscale currents traditionally been
addressed by ray tracing, or Wentzel-Kramers-BrillouirkK@®Y, techniques (Bretherton,
1966; Jones, 1969; Mller, 1976; Olbers, 1981b; EdwardsStaquet, 2005; Moulin and
Flor, 2006). This approximation is formally valid as long the wavelengths are much
smaller than the scales of background current variatiotsctwis usually satisfied for
high-frequency internal waves in the atmosphere and oc€an.internal waves at tidal
frequencies, or internal tides, and at near-inertial feggpies, the wavelength can be on
the order of or larger than the scales of variations of thedpamind currents. Although
this violates the WKB assumptions, Kunze (1985) showedrdnatracing results agreed
gualitatively with exact numerical solutions for idealizeases of near-inertial waves prop-
agating through horizontally and vertically sheared autsgprovided flow scales were not
much smaller than waves scales. This approach neglectsringteffects (Olbers, 1981a).
Young and Ben Jelloul (1997) developed an approximatiomgar-inertial frequencies
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to avoid the scale separation requirement of WKB. They fatlnedsame result as Kunze
(1985), namely that refraction by sheared currents sthiéiddcal frequency by /2, where
(¢ is the vorticity of the mesoscale currents. However, thetedidhat when the current
scales where much smaller than the waves scales, theitsefiere averaged over the
wavelength, so the waves were affected by the averaged fmacid)eddy kinetic energy
instead of the vorticity.

We want here to interpret observations of currents in theak@hannel, Hawai'i
(see Chapter 3), as internal tides generated on the Hawalga propagate through ener-
getic mesoscale currents, with scales on the order of tkenalttides wavelengths. Tidal
frequencies are too far from the inertial frequency at thtgude to be able to apply the
method of Young and Ben Jelloul (1997). We will follow insteBark and Watts (2006)
and Rainville and Pinkel (2006b), who used ray tracing tdpthe propagation of internal
tides through mesoscale currents in the Japan/East Seazavaligh archipelago, respec-
tively, and were able to explain qualitatively their obsgions. They both used a 2-D ray
tracing approach, to study the effect of mesoscale curmmntise horizontal propagation of
vertical modes, assuming that each mode could propagapeéndently from the others.

However, our observations are just over the Hawaiian ridd¢pere the strong bot-
tom topography variations couple the vertical modes tagretiven away from the ridge,
vertically sheared background currents couple the modg=ther (Mooers, 1975a). For
this reason, Rainville and Pinkel (2006b) only consideraebtyopic currents, and Park and
Watts (2006) only considered the advective effect of mesesturrents averaged through
the thermocline on the mode 1 tide propagation. Here, thendia@ structure of the inter-
nal tides close to the ridge (cf Fig. 3.10) warrants the use3®D ray tracing approach.

We describe some properties of observed mesoscale curedenant to internal
tides propagation in section 4.2. We then compare ray tggmedictions with observations
in section 4.3. The main results are summarized in sectébn¥he ray tracing equations
are recalled in Appendix C, and the idealized mesoscalecustructures used for ray
tracing are described in Appendix D.
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4.2 Mesoscale currents

We describe here some properties of mesoscale currentamete internal tides
propagation. The currents were detided using the MatlakgupecT Tide (Pawlowicz et al.,
2002) and averaged over 3-day windows, and daily subsampled

4.2.1 Horizontal structure

The average low-pass filtered currents over the 9-monthdesr@ shown in Fig.
4.1. The circulation is northwestward, with maximum spe€8®cm.s~! farther from
the island, decreasing and changing direction toward tlastcoThis corresponds to the
Hawaiian Lee Current (Lumpkin, 1998), a mean current flovalang the western shores
of the main Hawaiian islands. An anticyclonic circulatianth vorticity reaching—0.3f, is
located off the southwest corner of the island, where adlie\es are regularly generated
(see Chapter 5 for a remarkable example). Vorticity reach@8f near the northwest
corner of the island, where small cyclones are sometimesrgesd.

During Fall 2002, the low-frequency variability was donteé by mesoscale
and submesoscale vortices. We will not investigate thecetié submesoscale vortices,
such as the one described in Chapter 5, on the internal tides their scales are smaller
than the tides scales. We will instead focus on the largesices observed, such as the
cyclone shown in Fig. 4.2a on September 29, which have schdser to the tides scales
(~ 55km diameter, compared to a wavelengthofl5km for M, tides observed on Kaena
ridge by Nash et al. (2006)). It drifted northward then westly and never got further
inside the observational domain, so is only partially sadpMelocity reache@0cm.s—1,
and vorticity0.4 f, but the strongest vorticity inside the core was not sampledcenter
location was estimated from the current curvature field,amcents were interpolated onto
a polar grid with the origin at the estimated center. Azinaliturrents were azimuthally
averaged, and an idealized profile (Eg. D.0.23 in Appendiw@9 chosen as a good visual
fit to the observations. The resulting idealized vortex isvamin Fig. 4.2b. Its radius is
28km, with maximum azimuthal velocity df7cm.s~!, maximum vorticity of1.2f inside
the core, and minimum vorticity of0.2 f outside the core.
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During Spring 2003, the low-frequency variability was doated by vorticity
waves, with northwestward and southeastward alternatimgeiots, and a northeastward
phase propagation (see Appendix E). Two different phaseslaown in Fig. 4.3, on
March 19 and April 20 (average currents from Mar 3 to May 1 hlawen removed). On
March 19, velocity reachethcm.s~1, and vorticity was negative in the entire observational
domain (except in the coastal boundary layer), reachifiglf. The wave pattern was not
rectilinear, with currents flowing northeastward in the Ke@hannel, but we idealize them
as rectilinear for the purpose of ray tracing, neglectirgpahe influence of the coast,
with a wavelength of 80 km (directly estimated from the siap®n March 19), current
amplitude of24cm.s—t, and vorticity amplitude of).35f. On April 20, velocity reached
30cm.s~!, and vorticity ranged from-0.5f near the coast te-0.3f. The idealized wave
has a wavelength of 90 km (directly estimated from the snaipsh April 20), current
amplitude of25¢m.s~1, and vorticity amplitude 06.3f.

4.2.2 \ertical structure

Vertical profiles of currents at C1 are shown in Fig. 4.4. Tleamcurrents at C1
are strongly sheared in the top 100 m, fr@fm.s~! at the surface to less tha@am.s™*
below 200 m, with an e-folding scale ef 75m. The currents do not turn with depth in the
top 200 m. The currents associated with the cyclone, showandnapshot on September
29, 2002, are also strongly sheared in the top 250 m, fteem.s~! at the surface to less
than4cm.s~! below 250 m. The currents do not turn with depth in the top 250Ray
tracing results are sensitive to the second derivative dfca currents (see Eq. D.0.24
and D.0.27), therefore we cannot utilize directly the obsdistructure, which is too noisy,
and have to fit a smooth profile to the observations. The \&@niofile is idealized for ray
tracing by:

e~ (=/H)? (4.2.1)

with H = 100m, and no turning in vertical.

Temperature and current anomalies observed at mooring @&\ #te passage of
the vorticity waves over the ridge crest (Fig. 4.5). Therali¢ing currents are associated
with temperature anomalies reachihg®°C at 200 m and extending t850 m, below which
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the temperature varies on longer time scales. The wavescegiEeper in March than in
April 2003. Vertical profiles of currents at C2 and A2 are shaw Fig. 4.6 and 4.7,
respectively. The mean currents at C2 and A2 are slightlgrelte from~ 10cm.s—! at
the surface to less thaxam.s~! below 500 m at C2, but increase agair6ten.s~! around
800 m at A2, before dropping back to zero at the bottom. Theeats turn by~ 35°
counterclockwise in the upper 100 m, and remain in the saneetn over the next 300
m. To characterize the different vertical structures ofwaes on March 19 and April
20, we performed empirical orthogonal function (EOF) aralyof the currents over two
periods: March 14 to 30, and April 14 to 24, correspondindhogeriods used to infer the
horizontal structures of the waves in Appendix E. The firsties which contain- 90%
of the variance, represent the waves variability.

The currents associated with the vorticity waves are sarfatensified. On
March 19, 2003, the currents decrease fizimn.s~! at the surface to less thaficm.s ™!
below 200 m. The currents do not turn much with depth in the2@p m at C2, but there
is a counterclockwise rotation at A2. The vertical profiléisalized for ray tracing by Eq.
4.2.1, withH = 200m, and no turning in vertical.

On April 20, 2003, the currents decrease frétem.s~* at the surface to less
than5cm.s~! below 160 m at A2 (there is a deep local maximum26fm.s—! around
200-250 m at C2, which we will not try to model here). The \eatiprofile is idealized for
ray tracing by Eq. 4.2.1, witlif = 70m, and no turning in vertical.

4.3 Propagation of internal tides through mesoscale cur-

rents

The background currents in which internal tides propageaenergetic near the
surface, and strongly sheared both horizontally and \a&lyionith spatial scales of varia-
tion smaller than the horizontal and vertical wavelengtisw-mode internal tides. How-
ever, if we consider the propagation of energy as localiszohis along tidal characteristics
(see Chapter 3), then the scales of background currentsitgeoamparable to the scales of
the internal tide packets, and we are (marginally) justifftedsing ray tracing techniques.
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We adopt the standard WKB technique (Olbers, 1981b), invthie background
variations are neglected to derive the dispersion reldgaoept for the vertical gradient of
buoyancy), but are retained to compute the waves evolusea Appendix C). The inclu-
sion of the current shears and horizontal gradients of bunya the dispersion relation
(Mooers, 1975b; Kunze, 1985; Jones, 2001) is likely to matduthe effect of mesoscale
currents, through modifications of the effective Coriolislebuoyancy frequencies. For
example the effective Coriolis frequency (without appmation on the relative vorticity
magnitude) is:

oV oU. oV oU oUav1Y?

fur = | P+ PG =20 -0+

or Oy or dy = Oz Oy (4.3.1)

Toward the idealized cyclone centgrcan be modified by as much as 60 % higher. This
could lead to wave energy absorption by the mean flow whenntnmsic frequency is
Doppler shifted low (see below). These effects are not clemed here. We furthermore
use the hydrostatic approximation sintg, < N? in the upper 1500 m, and it simplifies
the interpretation of the results.

4.3.1 Cyclone

It is necessary to estimate the stratification modificatiassociated with the
mesoscale currents. Following Moulin and Flor (2006), desiize the cyclone by assum-
ing that it is axisymmetric with analytical radial and veti profiles of azimuthal velocity,
described in the previous section, and in gradient windrizaa The stratification at in-
finite radius is computed from temperature and salinity oksens at Station ALOHA
(Karl and Lukas, 1996), located 100 km north of O*ahu, avedagver 10 years. This en-
ables us to extrapolate the currents over the ridge (négietite effect of topography on
the mesoscale currents) and to compute the 3D variationsatifisation (see Appendix
D and Fig 4.8). The upwelling associated with the cycloneaases the stratification near
the surface by squeezing the isopycnals together, whileedsing it in the thermocline
by stretching the isopycnals (Fig. 4.8d). Near the vortexee the buoyancy frequency
becomes negative, and was set to zero, between 100 and 150tennal waves cannot
propagate in this area, but the rays considered here neadead it.
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Potential generation locations of internal tidal beamsavgelected over the topo-
graphic slopes surrounding O‘ahu. The initial directiohpmpagation were those maxi-
mizing the barotropic vertical currents (as predicted byl @imitive equation numerical
model of the tides, PEZHAT, cf Chapter 3), and the initialihontal wavelengths were
chosen to be 44 km, as observed by Nash et al. (2006) over thdleof Ka‘'ena ridge
(the wavelength is twice the distance between the genarbtgations on each side of the
ridge, so it should vary along the ridge, but for simplicitg et it to a constant value). Ray
tracing was carried out both in the absence and presencerehts, until each ray reached
the sea surface. Energy evolution was inferred from waveraevolution:

dE 1) dwo
— =—EV.Cyg + —— 4.3.2
dt & + wWo dt ( )

and kinetic energy at the surface was computed from theoelat

KE 1uwi+f?
E 2 W

(4.3.3)

The ratio of surface kinetic energy for ray tracing througirents over ray trac-
ing without currents is shown in Fig. 4.9d. In the presencéhefcyclone, the kinetic
energy at the sea surface is increased as the beams get althee éddy center, up to
a factor of 16 near the cyclone center. For comparison, thiawaikinetic energy for
complex-demodulated semi-diurnal currents (see Chapisrshiown in Fig. 4.9a, and for
phase-locked currents in Fig. 4.9b. Their ratio is showniga E.9c. The pattern is similar
to the ray tracing pattern, with increased energy near thexaenter reaching a factor of
16. Although the phase-locked tides are probably affecyeithé® mean currents described
in the previous section, and by rectification of the mesaseatiability, and could there-
fore differ from tides propagating in an ocean at rest (Cé&aBj, the effects of particular
mesoscale features such as the cyclone are filtered outlgasatattenuated) by harmonic
analysis over a period of time (9 months) much longer thatinhe scales of the mesoscale
features at a given location (about a week for the cyclonle¢rdfore the increase of energy
over the cyclone area in Fig. 4.9c can be attributed to thegmee of the cyclone, in light
of the ray tracing predictions. Furthermore, the locatiod ame of surfacing can vary, as
shown in Fig. 4.10a,b. The ray with lowest Doppler shiftimgldhe ray surfacing closest
to the vortex center are shown as examples. The intringiuéecy of the lowest Doppler
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shifted ray (Fig. 4.10c) decreases strongly near the seirfaat remains abovg.,, al-
though barely so near 20 m depth. It is therefore possibleserai-diurnal internal tides
encounter critical layers in the presence of slightly sgencyclones. Since the frequency
approacheg near the surface, the vertical propagation velocity is nmaéchuced, and it
takes longer for the wave to reach the surface (Fig. 4.10ahgyit time to be advected by
the mesoscale currents (Fig. 4.10a). The surfacing in teggpice of currents takes place
48 km away from where it would occur without currents, and @0rs later. This illustrates
that even as close to the ridge as the first surface reflexioared//; internal tides at a
fixed location can become incoherent with the astronomarairig due to the presence of
background variability.

In order to understand the mechanisms responsible for teeygnncrease as-
sociated with the cyclone, we compute the different termihefenergy balance equation
4.3.2, and show their evolution as a function of depth in FiglOd,e. In the absence
of background currents, the energy variations are entuleky to vertical divergence or
convergence of rays associated with vertical gradientsuof/éncy frequency. Near the
surface, the gradient of buoyancy frequency is stronglyatieg, so the rays diverge and
the energy drops sharply. In the presence of backgrouneérmstrthe vertical profiles of
stratification are modified (Fig. 4.8), and rays are refrtterizontally, both affecting ray
divergence and therefore energy. For both rays, the stettdn gradient near the surface
is reversed, so energy increases by ray divergence neautiaee (Fig. 4.10d,e, dashed
curves). The energy transfer with the mesoscale currentklaies the balance: it is neg-
ative for the western ray, which propagates in the directibthe currents, but smaller
than the contribution from ray divergence, resulting inrarsger energy at the surface than
without currents; it is positive for the eastern ray, whicbgagates against the currents,
reinforcing the effect of divergence and resulting also stranger energy at the surface
than without currents. The fact that the strongest stratific gradients and currents are
located near the surface results in the energy being signtficmodified only close to the
surface (in the top 200 m), as shown in Fig. 4.10f.
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4.3.2 \Vorticity waves

We idealize the vorticity waves as a parallel shear flow inaloeg-ridge direc-
tion varying only in the cross-ridge direction. Expressediireference frame rotated in
the direction of propagation of the wave, the momentum dyosymeglecting acceleration
and eddy diffusion, are reduced to geostrophic balance escan derive the stratification
associated with the wave through thermal wind balance (ppeAdix D). Assuming that
the stratification oscillates around the reference stratifin used above, the buoyancy fre-
guency can become negative near the surface at some |lagadiod was set to zero in
those cases (Fig. 4.8e, thin solid line). Ray tracing wagmtd when rays reached the
depth where buoyancy frequency was equal to the intrineguiency. This happens very
close to the mixed layer depth, where the vertical curreaashdisappear, so the surface
values were taken as those at the depth where ray tracingioygsesl.

The observations and results of ray tracing on 03/19/2083hown in Figs.
4.11 and 4.12. This is during a spring tide, and we see in tBerohtions that the surface
semi-diurnal currents are reduced near the ridge, but &egpin the south, compared to
the phase-locked currents. This is qualitatively repreduny the ray tracing model, where
energy is reduced near the ridge (except right over the ridtyere energy is increased,
contrary to the observations) and increased about a quasaezlength of the vorticity
wave away from the ridge. The increase of energy in the nasthwnd at the moorings
is not reproduced, but the observed currents differ fromidealized currents there. We
investigate again two particular rays shown in Fig. 4.12ay Burfacing is barely shifted
in space and time, due to the fact that the tides propagatesalperpendicularly to the
currents. For the western ray, ray divergence decreasegyeaethe surface, but some
energy is gained from the currents, although not enoughnoetahe divergence effect,
SO energy decreases at the surface compared to withouhtauffég. 4.12e,f). For the
eastern ray, divergence increases the energy at the subisiceome energy is lost to the
currents, but not sufficiently to cancel the divergencectffeo energy increases at the
surface compared to without currents (Fig. 4.12d,f). Therisic frequency Doppler shift
and effective Coriolis frequency shift are weak, so no caitiayers can be encountered
here.
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As expected, things are different at another phase of the was/shown in Fig.
4.13 and 4.14 for 04/20/2003. This is also during a spring, timuit this time the surface
semi-diurnal energy is increased near the ridge and redac&wm the ridge, compared to
the phase-locked currents. This time, however, the conisgsroduced by the ray tracing
model, where energy is decreased near the ridge and indrabseat a quarter wavelength
of the vorticity wave away from the ridge. This is due to thetigalar vertical structure
chosen, where the gaussian profile results in stratificatiiations near the surface oppo-
site to those below the thermocline (see Fig. 4.8), whichslietes into energy variations
near the surface opposite to those below the thermoclige 414).

Using an exponential profile instead of a gaussian profilegyopposite results,
as shown in Fig. 4.15 and 4.16. This time ray tracing resuétgjaalitatively similar to ob-
servations. Using exponential profiles for the vorticityww@n 03/19/2003 and the cyclone
on 09/29/2002 gives also opposite results to using gaupsidites. While for the cyclone
the gaussian profile clearly fits observations much bettar the exponential profile, this
is less evident for the vorticity waves, which have more clicaped vertical profiles than
either gaussian or exponential. Furthermore, we note hleatesults of ray tracing are sen-
sitive to vertical variations of background fields that agmngicantly smaller than internal
tides vertical wavelengths, and should therefore be cens@twith caution. Full 3D nu-
merical modeling of internal tides propagation throughieatly and horizontally sheared
background currents should be undertaken to study thetséigsof internal tides to the
vertical and horizontal structures of the currents.

4.4 Conclusions

Despite the obvious limitation of ray tracing when backgmwcurrent scales
are similar to wave scales, the qualitative agreement letwbservations of surface tidal
currents and ray tracing predictions shows that ray traceqgures the main effects of
mesoscale currents on internal tides propagation, withcéiveat of the high sensitivity
to the vertical structure of the currents near the surfadee Kinetic energy is primarily
modulated by vertical and horizontal refraction due tot#ication variations associated
with the mesoscale currents, and secondly by energy exeHagtgveen internal tides and
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background currents. The fact that the strongest stratdicgradients and currents are
located near the surface results in the energy being signtficmodified only close to the
surface, in the top 200 m. There are additional effects dureddification of the effective
Coriolis and buoyancy frequencies associated with hot@and vertical current shear,
not taken into account here, that may be important for aliteryer absorption phenomena.
Pereira et al. (2007) suggested that internal tides in téhIrazil Bight encounter critical
layers due to the strongly sheared western boundary Brazike@t. Here, this could also
happen for semi-diurnal tides in the presence of strongooyd, and could happen for
diurnal tides, whose frequencies are closef teven more frequently.

We used ray tracing as a convenient tool for interpretingaservations. For
rigorous quantification of the effects of mesoscale and ®dwmscale currents on internal
tides propagation, and the sensitivity to the vertical amriidontal structures of the currents,
primitive equation numerical models of the tides shouldnporate realistic background
currents.
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Figure 4.1: 9-month (September 2002 to May 2003) mean sudaaents and vorticity
(normalized byf) from HFRs. In this and subsequent figures, bathymetricarostare at
500, 1000, 2000 and 4000 m.
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Figure 4.2: (a) Low-pass filtered surface currents and sioyt{normalized byf) from
HFRs and ADCP (12-m depth, thick arrow), on September 292 2(4) Idealized surface
currents and vorticity, used for ray tracing.
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Figure 4.3: Observed (left panels) and idealized (rightep@nlow-pass filtered surface
currents and vorticity (normalized bf) on March 19, 2003 (top panels) and April 20, 2003
(bottom panels). Observations are from HFRs and ADCPs (ti2pih, thick arrows).
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Figure 4.4: Vertical profiles of horizontal current velgc{) and direction (b), measured
by ADCPs at mooring C1. Average currents from August 16 todwaler 10, 2002 (thick

solid lines) and low-pass filtered currents on SeptembeRQ02 (thick dashed lines) are
shown. Idealized profiles for ray tracing are shown in thired.
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Figure 4.6: Vertical profiles of horizontal current velgc{g) and direction (b), measured
by ADCPs at mooring C2. Average currents from November 192260 June 11, 2003
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Figure 4.8: (top panels) Vertical section of density actbgseddy center for the cyclone
(a) and in the direction of propagation for the vorticity wawith gaussian vertical profile
(b) and exponential vertical profile (c), assuming an aabjtrdensity ofl030kg.m =3 at
depth; (bottom panels) buoyancy frequency profiles at iiffelocations indicated in the
top panels (the thick solid line for the cyclone is for infenradius).
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Figure 4.10: Ray tracing without (thin lines) and with (thilmes) mesoscale currents. (a)
Horizontal trajectories. Rays originate at depth at a paibgeneration location of internal
beams. The surface reflexion is indicated by a square (Withiwents) or a circle (with
currents). Surface currents are shown by vectors. (b)o&tiajectories as a function of
time. (c) Intrinsic frequencies versus depth. The vertitzghed line indicate the inertial
frequency. (d,e) Energy balance (Eq. 4.3.2) versus demiimalized energy variations
relative to the initial energy (solid lines), ray divergenmontribution (dashed lines), and
transfer with mesoscale currents contribution (dashides), for the western (d) and east-
ern (e) rays. (f) logarithm of energy ratio (currents oveccnaents) versus depth.

99



full energy E

21.9

21.35

20.8

21.9

21.35

log(E/EQ)

20.8
-159 —-158.5 -158

phase-locked energy EO

N
-159 -158.5 -158

Figure 4.11: Same as Fig. 4.9 but for 03/19/2003.

100

15«

102 m?s

log(e/e0)



0 I
21.6 !
/ b 50l € I‘I \-
1
I
-100 1
I‘
-150 il
21.4 1l
-200 i
]
-250 1
1
21, -300 1
-158.6 0 5 10 15 0 f 1, 2
time [hr] w81 0
0 Y T 0 0 T
3 i | f
-50 d 5 -50 -50
_.—100 -100 -100
£
< -150 -150 -150
Q.
()
©
-200 -200 -200
-250 -250 -250
-300 -300 -300
-1 -0.5 0 0.5 -1 -0.5 0 0.5 -0.5 0 0.5
relative variations relative variations log(energy ratio)

Figure 4.12: Same as Fig. 4.10 but for 03/19/2003. The ea¢tezstern) ray energy
balance is shown in panel d (e).
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Figure 4.14: Same as Fig. 4.10 but for 04/20/2003 with ganssertical structure. The
eastern (western) ray energy balance is shown in panel d (e).
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Figure 4.16: Same as Fig. 4.10 but for 04/20/2003 with exptialkevertical structure. The
eastern (western) ray energy balance is shown in panel d (e).
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Chapter 5

Submesoscale anticyclone and
frontogenesis

Where we present a case study of the generation and evohitiarstrong sub-
mesoscale anticyclone west of O‘ahu, Hawai'‘i, and the fsgenesis triggered by the in-
teraction of the anticyclone with a cyclone south of Kaua'i.

5.1 Introduction

Mesoscale and submesoscale variability is an importareécasd ocean circu-
lation, affecting meridional heat transports (Qiu and GH#05), the upper stratification
(Lapeyre et al., 2006), as well as the oceanic primary proolu¢McGillicuddy et al.,
1998; Lapeyre and Klein, 2006). Horizontal resolution ishalenge both for numeri-
cal modelization (Siegel et al., 2001) and observationgi(ik, 2001). The latter have
often to make a compromise between spatial and temporduteso An exception are
high-frequency (HF) radio current meters, which providediseries of 2D maps of surface
currents with spatial resolutions ranging from 250 m to a kewand temporal resolutions
of 20 minutes (e.g. Shay et al. (2000)). We document here 2ekwiution HF-radio obser-
vations of a strong submesoscale anticyclone and assodrateogenesis near the island
of O‘ahu, Hawai'i.

The Hawaiian archipelago is an ideal natural laboratorytudysmesoscale and
submesoscale vortices. It presents a barrier to the Nomtiatggal Current and the trade
winds, generating an energetic wake of eddies through Ekmoamping and instability
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of the North Equatorial Current (Patzert, 1969; LumpkinQ89Flament et al., 2001). A
typical example is shown in Fig. 5.1. The SST and geostropient fields reveal three
mesoscale cyclones, centered E%(4W, 21.3N) west of O‘ahu, (58.1W, 20.7N) west
of Maui-Molokai-Lanai, and {56.9W, 20.1N) west of Hawai‘i. The cold cyclonic cores
result from a combination of local upwelling (the cyclonesivef Hawai'i is colder than
any surrounding water), and advection of colder water fromnortheastern side of the
ridge.

This picture is reminiscent of frontal instabilities obgedl at the Pacific Sub-
tropical Front (Roden, 1981), located well north of the Haavaarchipelago on average
but with considerable variability in its position. Howeyadditional forcing by Ekman
pumping associated with island orographic effects on theetwinds (Patzert, 1969; Cha-
vanne et al., 2002) may yield a more complex dynamics thamdneclinic instability of
the front. Fig. 5.2 shows that each of the main islands (Hawdaui-Molokai-Lanai,
O‘ahu and Kauai) is associated with a dipole of wind streskicuts atmospheric lee. The
cyclones may have been spun up under positive wind strelssnaar the islands, and sub-
sequently drifted westward by the time of Fig. 5.1, excepthe cyclone south of Kauai,
which drifted northward. In addition, the hammerhead SSuees between the cyclones
suggest the presence of sub-mesoscale anticyclones jesoW®‘ahu and southwest of
Lanai, not resolved by the gridded altimetric currents ¢joass filtered with a wavelength
cutoff of 200 km (Ducet et al., 2000).

Here, we will focus on the anticyclone west of O‘ahu and theoamted SST
front. We will show that (i) the anticyclone may have beenagated by a barotropic insta-
bility of the cyclone south of O‘ahu, reinforced by wind forg, (ii) its absolute vorticity
reached negative values, possibly triggering centrifugahbility, and (iii) the SST strain-
ing by the anticyclone and cyclone west of O‘ahu lead to fsgenhesis and the development
of an ageostrophic secondary circulation across the SSIT. ivide describe the instruments
and methods in section 5.2, and the observations in sect®nThe dynamics of the an-
ticyclone and SST front are investigated in sections 5.4mBdand hypotheses about the
anticyclone formation, growth and decay are discusseddticse5.6. Conclusions are
summarized in section 5.7.
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5.2 Instruments and methods

Two 16-MHz high-frequency radio surface current metersewdeployed along
the west shore of O‘ahu (Fig. 3.1), from September 2002 to R2§3. Each HF-radio
measured the radial component of surface currents in teetain of the instrument at 1.5-
km resolution, averaged over 9 minutes every 20 minutedoYearrents were mapped on
a 2-km resolution Cartesian grid by least-square fittingzitweal and meridional compo-
nents to the radial observations in a 3-km search radiusé€AgiE A). The range of useful
data was limited by geometric dilution of precision (GDOshown as ellipses in Fig. 3.2.

A 300-kHz and a 75-kHz ADCPs were moored upward-looking atrf@nd
750-m depth, respectively, in 4700-m water depth (label&dnCFig. 3.1), with vertical
resolutions of 4 m and 8 m, respectively, and 10-minutes iaitgpns. To illustrate the
GDOP effects, correlations between the 12m-depth bin ofifpeer ADCP and the closest
HF-radio grid cell were 0.9 for the radial and zonal compdsgout dropped to 0.5 for the
meridional component (still significant to 95% confidenaaybver).

Current observations were detided using’ile (Pawlowicz et al., 2002) and
averaged, over 3-day windows, and 95% confidence intervale somputed as twice the
variance of the detided 3-day time series, divided by thecéiffe number of degrees of
freedom (number of observations multiplied by the time steg divided by the integral
time scale, computed from the autocorrelation of the ddttaee series).

Currents observations were complemented by 33-km reealgtidded geostrophic
altimetric currents (Ducet et al., 2000), and 7-km resolutalong-track sea level anoma-
lies. Wind stress at 25-km resolution was obtained from QGIKT, (Liu and Tang, 1996),
complemented by observations of 10-m wind at airports. I§inkkm resolution sea sur-
face temperature (SST) and chlorophyll a concentratioms wietained from the Moderate
Resolution Imaging Spectroradiometer (MODIS) onboard &gud Terra. SST images
less than one day apart were composited to reduce the loss@fage from clouds.
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5.3 Description

Fig. 5.3 shows the evolution of the anticyclone at differages of its life. Time
series of the vortex extremum vorticity and velocity, andiua (defined as the range of
extremum velocity from the vortex center, where velocitynisimum), are shown in Fig.
5.5, and the evolution of azimuthally-averaged profilesedbeity and vorticity are shown
in Fig. 5.6.

On Oct 20 (Fig. 5.3, panels a, b, c), prior to the anticycloseagation, a cyclone
was lying west of the observed area, as indicated by theip®sibrticity on the edge of
the domain and confirmed by a patch of relatively lower SSTieslcentered at (159.0W,
21.3N). The associated northwestward flow decreased tothardoast, with vorticities
reaching~ —0.5f near the coast. There was a band of convergence followingt6@é m
isobath, with an associated band of high SST, and a patchhekogence in the northwest
corner of the domain.

The anticyclone first appeared as a closed circulation witidaus of 11 km on
Oct 24 (Fig. 5.3, panels d, e, f), centered9 km from the coast, embedded in a larger
meander of the flow associated with the cyclone south of Q‘bhnging colder water that
remained separated from the other cyclone cold water by ameal band of warm SST.
The extremum vorticity value, of0.8f, was not located in the anticyclone core, where
the vorticity was~ —0.5f, but on the inside edge of the meander. The vortex core was
convergent, and there was strong divergence in the nortewegart of the domain.

Three days later, on Oct 27 (Fig. 5.3, panels g, h, i), thecgclbne reached its
extremum vorticity value of1.45+0.2 f, located at the vortex center, which was no longer
convergent, and- 22 km from the coast, . Its radius was 14 km and maximum azimuthal
velocity was35cm.s~!. A sharp meridional SST front had developed 3&.63W, flanked
by negative vorticity and divergence on its warm side andtpes/orticity and convergence
on its cold side.

Five days later, on Nov 1 (Fig. 5.3, panels |, k, 1), the artiope core vorticity
dropped to- f, with the core almost in solid-body rotationat= — fr/2 (Fig. 5.6). The
radius increased to 19 km, but the extremum azimuthal wyloemained the same. The
SST front had been advected around the anticyclone, whistedsouthward by 15 km.
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Only two days later, on Nov 3 (Fig. 5.3, panels m, n, o), thecgnlone had
broadened and deformed, its vorticity now reaching enly6 f in the core rim, while the
western cyclone had moved northwestward and the southelongysouthward, freeing the
anticyclone. It then kept broadening and weakening, armtiestao drift westward while
becoming more elliptic, as suggested by the advection mpatttwarm SST (Fig. 5.3,
panels p, q, r).

Other similar cyclones and anticyclones (but not this omifedl over the moor-
ing C1, and their typical vertical structure is captured bg first empirical orthogonal
function of the horizontal currents, shown in Fig. 5.7. Tlag surface trapped, with
an exponential decay scale ef 100 m, much smaller than that of the first baroclinic
mode, computed from 10-year averages of temperature andysabservations at Station
ALOHA (Karl and Lukas, 1996), located 100 km north of O‘ahuheTvertical shear is
negligible in a surface mixed-layer 20-m thick, and maximum at 35 m depth.

Two satellite tracks crossed the anticyclone near the tifriess @xtremum vor-
ticity, GFO track 13 on Oct 27 at 5 UTC, and Jason 1 track 223 on28 at 13 UTC
(indicated in Fig. 5.1). Along-track sea level anomaliesApalong the GFO track are
shown in Fig. 5.8. The sea level extremum associated witlatitieyclone clearly stands
out of the noise. Also shown are the sea level anomalies ctadftom the HFRs currents
assuming cyclo-geostrophic balance. The Jason 1 obsamgatiere noisier, and did not
show the sea level extremum.

Finally, chlorophyll a concentrations from Aqua MODIS alewn in Fig. 5.9.
On Oct 26, the warm water advected northward by the eddieselats/ely low in chloro-
phyll, and was well separated from richer waters associaidt the eddies. The anti-
cyclone was advecting coastal water rich in chlorophylltsaf O'ahu. Four days later
(Oct 30), some lateral stirring had occurred over the warrrem@ngue, and chlorophyll
concentration was building up in the anticyclone core, fixbgas a result of advection.
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5.4 Dynamical balance

Here, we investigate the dynamical balance of the antioycland associated
front. We will assess the relative importance of the termbefdivergence equation. From
the primitive equations on the f-plane:

Duh 1 1 1 87",
pr TAKX W = Vit Ve 4 2o (5.4.1)
)
0 = Liypg (5.4.2)
0z
Vo + 22— 0 (5.4.3)
0z
DT OF,
— = —VnFu- 4.4
Di Vin.Fy P (5.4.4)

whereD /Dt = 0/0t + u,.Vy +wd/0z is the 3-D material derivative, subscrigislenote
horizontal components; = (u, v, w) is the 3-D velocityk is the vertical unit vectorf is
the Coriolis parametet is the potential temperature, = —pou/;u/; is the 2-D Reynolds
stress tensor, representing the turbulent fluxes of ha@tonomentum in the horizontal
directions,r, = —pou/;w’ is the turbulent flux of horizontal momentum in the vertical
direction, andF,, = v/, 7’ andF, = w'T’ are the horizontal and vertical turbulent heat
fluxes, respectively.

Vi.(5.4.1) yields an equation for the 2-D divergente- Vy,.uy:

00 ouy, 95 1
E +Vh.(Uh.VhUh) +Vhw.§ —|—w§ — fC = _%

1 1 8Vh.r
2 L = v
Vhp+p0vh.(vh.Th)+p0 8z
(5.4.5)

where( = k.V x u is the relative vorticity.

If 7, decays linearly with depth, from the surface wind strg$sto zero at the
base of the mixed layeh, if we neglect the contribution of the turbulent fluxes of ihor
zontal momentum in the horizontal directions, and if= 0 at the surface, the horizontal
divergence equation for the surface currents results:

% + V. (up.Viuy) — fC = —%V%p + poihvh.r;j (5.4.6)

The first, second, fourth and fifth terms of Eq. 5.4.6 are showhig. 5.10,
normalized by the third term. The wind stress is obtainethfuikSCAT, and the mixed
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layer is taken to be 20 m thick. The pressure term is obtaisetthe resultant from all
the other terms. The first and fifth terms are an order of magaismaller than the third
term. Inside the anticyclone core, the balance is cyclatyephic, with the advection term
dominating over the pressure term near the center, whexacéhed).75f(. The SST front

is not in geostrophic balance, the advection term almosineahg the Coriolis term on the
cold side, and reaching f¢ on the warm side.

5.5 Frontogenesis

Fig. 5.11 shows the evolution of the SST front between OctrzBNovember 1,
a period during which the front was meridional. SST was ayedaneridionally between
21.2N and21.4N. On Oct 23, the front corresponded to a band of warm SST fthbke
colder SST to the west, associated with the western cyctomkto the east, advected from
the southern cyclone by the flow meander around the coast @R&g). Two days later
(Oct 25), as the anticyclone was spinning up, the front h&tedrwestward by~ 15 km,
and the warm band had widened. Two days later (Oct 27), wheeartkicyclone reached
its extremum vorticity, the front had not move but sharpenmedching an eastward SST
gradient of-0.1°C.km~1, twice its value on Oct 25. Two days later (Oct 29), the froasw
still as sharp and at the same location, but had moved easbmar decayed in amplitude
as the warm SST was being advected toward the coast by tlogcatie.

There was a strong frontogenesis associated with the sigrup of the anticy-
clone between Oct 25 and 27. TakiRg,(5.4.4) yields the equation for the evolution of
the horizontal temperature gradient:

DV, T aT OF,
D;‘ = _GVhT — thw — Vh<Vh-Fh) - vh( 82 )

(5.5.1)

whereG = [0u;/0x;] is the 2-D velocity gradient tensor. The first term on the fH{5%.1)

is the frontogenetical) vector (Hoskins et al., 1978), representing straining wiiderature
by the horizontal velocity field, the second term correspgotadstraining by the vertical
velocity, leading to a flattening or steepening of the isotiee and the remaining terms
represent the effects of turbulent heat fluxes on horizaetaperature gradients.

112



Fig. 5.12 shows that on Oct 2@ is strong and westward along the front, leading
to an increase (in absolute value) of the zonal SST gradi€nt,0.2°C.km~'.day*. This
is ~ 8 times the observed SST gradient increase between Oct 257an@l2arly, there
must be a counteraction by the other terms on the rhs of (5.Atthe surface, where
w = 0, the second term on the rhs of (5.5.1) is zero, so frontogenasst be reduced by
the effects of turbulent heat fluxes, as shown in the numlesinaulations of Capet et al.
(2007).

Below the surface, the second term on the rhs of (5.5.1) canagfrontolytical
role too. Indeed, a secondary vertical circulation develiopresponse to the increase of
density gradients due to horizontal straining by the hariabvelocity field, in order to
restore the thermal wind balance (Hoskins et al., 1978)s $bcondary circulation acts
to flatten the isopycnals (see Fig. 1 in Lapeyre et al. (20065ig@. 2 in Capet et al.
(2007)), hence restratifying the upper ocean. The surfa@festation of this mechanism
is present in our observations. Fig. 5.13 shows that theseiriice divergence, hence
upwelling on the warm side of the front, and surface conwergehence downwelling on
the cold side of the front. Therefore below the surface, trakvertical velocity gradient
is negative, and since the vertical temperature gradierst in& positive for hydrostatic
stability (assuming there is not a strong negative vertiabhity gradient), the second term
on the rhs of (5.5.1) is eastward, counteracting the effettteostraining of temperature by
the horizontal velocity.

Furthermore, there is negative vorticity on the warm sidiefront, and positive
vorticity on its cold sidek.V x (5.4.1) yields the vorticity equation:

D¢
Dt

¢+ f)ﬁ—w + M.Vhw + ik.V X (Vp.m) + igk.v x 1y (5.5.2)
0z 0z £0 po 0z

where the continuity equation (5.4.3) has been used. Sieaethe froni¢| < f, ( + f

is positive, we see that the divergence pattern reinfotoeworticity pattern through the
vortex stretching mechanism (first term on the rhs of Eq..2))5hence accelerating the
frontal jet to restore the thermal wind balance. There issgmanetry between cyclonic
and anticyclonic vorticity, the former being more acceledathan the latter for the same
divergence values, which is also indicated in the obsermati
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5.6 Discussion

5.6.1 \Vertical velocity

The higher divergence and convergence values, hence stroagical veloci-
ties, are found on the edges of the eddies, not in their cofégy are associated with
secondary circulations that result from the straining efdlensity by the horizontal veloc-
ity field. In oligotrophic waters, such vertical velocitiezn make an important contribution
to primary production, by pumping nutrients verticallyarthe euphotic layer (Lévy et al.,
2001). Here, the chlorophyll content of the surface watersed by MODIS is controlled
primarily by horizontal advection of chlorophyll-rich cstal water (Fig. 5.9).

5.6.2 Anticyclone growth

What processes could have generated the anticyclone ? @sibfity is friction
at the coast, which is the vorticity source in classic VonrKan streets. D’Asaro (1988)
proposed this formation mechanism for anticyclonic sulbseale vortices observed in the
Beaufort Sea. Vorticity less thanf is generated on the inshore side of a coastally trapped
current, which subsequently detaches from the coast wheiatter makes a sharp change
in direction, and becomes inertially unstable, generasinticyclonicRo = 1 vortices.
Flament et al. (2001) suggested the same mechanism wass#spdor the generation
of mesoscale anticyclones west of Hawai‘i, where they olesbr — f vorticity 12 km
downstream from the separation point of the North EquatQuarent.

Here, however, the strongest vorticity observed prior gehticyclone formation
was not near the coast, but within the anticyclonic side efwtlestward current associated
with the cyclone south of O‘ahu, where the vorticity reached-0.8f on Oct 24, the
day the anticyclone appeared. The anticyclone could tbexdfave been generated by a
barotropic instability of the northern rim current of thectyne south of O'ahu. The radius
of this cyclone can be estimated to Be~ 30 km from SST (Fig. 5.3d), and its maximum
azimuthal velocity is/ ~ 0.5m.s™*, yielding a Rossby numbéto = 2V/R ~ 0.6. The
first radius of deformation i&; ~ 60km (Chelton et al., 1998), yielding a Froude number
Fr = (R/Rd)? ~ 0.25. This parameter regime has been investigated by Poulin kexdl F
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(2003) for a parallel jet in a 1.5-layer shallow water modébr Ro = 1 and F'r = 0.1,
the vorticity in the anticyclones developing on the antlopec side of the jet could grow
temporarily stronger than that initially provided by the(gaeir Fig. 9a). A similar scenario
could be happening in our case, although it is not clear wieath@nism is responsible for
this transient growth. Potential vorticity conservatiaggests that anticyclonic vorticity
would decrease as the vortex moves away from the jet axistbtmacker water layer (in
the 1.5-layer framework).

Another possibility is vortex squeezing by topography,attdm frictional torques.
However, if the anticyclone had a vertical structure simitathat shown in Fig. 5.7, it
would not have felt much topography below 500 m depth. Thabash is too close to the
coast (Fig. 3.1) to affect the vortex.

Yet another possibility for the vorticity growth beyond thmovided by the un-
stable jet is wind forcing. Since the trade winds had beewibig steadily for at least two
days prior to Oct 24 (Fig. 5.5), and since the Ekman flow dgasetgpically over an inertial
period (33 hrs), we assume that the Ekman transport is idilequm with the wind, and is

given by:

_(k X Tw)h
po(f + Co)

where(, is the vorticity of the pre-existing flow (the anticyclonengeated by the unstable

(5.6.1)

Ug —

jet). The Ekman flow feels the combined rotation of the Eanl af the pre-existing
flow (Stern, 1965). This leads to increased (decreased) Ekraasports over anticyclonic
(cyclonic) flows. The associated Ekman pumping velocity is:

_ kVx 7V N (k x 7). V(o
~ po(f+G) po(f + Co)?

Not only wind stress curl, but also wind blowing over vortycgradients can generate

(5.6.2)

Wg

Ekman pumping.

The response of the ocean interior (below the Ekman layasbtained by ne-
glecting turbulent stresses and linearizing around theegigting flow (assumed to have
no vertical velocity) in (5.5.2). To obtain an estimatedaf/0z, we assume that the interior
vertical velocityw decays exponentially with depth from its surface valuez, where the
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decay scald{ is given by fitting an exponential profile to the horizontatremts observed
at the mooring C1. This is a diagnostic computation, we doseek to justify why the
profile should be exponential.

DOC - k.V x v (k X Tw)h.thQ
Dt poH poH (f + Co)
where D,/ Dt is the material derivative following the pre-existing flowhe effect of the

(5.6.3)

wind stress curl on the interior vorticity is not modified,chese the interior fluid also
feels the combined rotation of the Earth and of the pre-exjstow. Recalling (5.6.1), the
second term on the rhs of (5.6.3) is merely the advectiontefimr vorticity by the Ekman
velocity averaged over the depth scale of the interior floanc& the Ekman transport
depends on both the wind and the pre-existing vorticityefitsct on the vorticity evolution
will depend on the relative configuration of the wind and pxésting vorticity fields. Here,
the wind is to the southwest over the entire vortex area &), so there will be a tendency
for the vortex to drift northwestward. The wind is also sggenover the southern part of the
vortex than over the northern part, more shielded from thetrepm trades by the coastal
mountains (Fig. 3.1), inducing an accumulation of voriait the middle of the vortex as
the Ekman transport converges (in addition to the vortigéperated by vortex squeezing
below the mixed layer).

The initial observed vorticity growth rate i8¢ /Dt = —1.75 x 107%s72, When
estimating the order of magnitude of the second term on thefl(5.6.3), one should be
careful that (5.6.1) was obtained for pre-existing flowdwveak vorticities. Therefore one
should approximate the second term on the rhs of (5.6.3kby ™),.Vn(o/(poH f) to
avoid this term to become arbitrarily large wh@n— — f. Non-linear effects come into
play when(, in not small, but Thomas and Rhines (2002) showed that inofudhem lead
to an even faster anticyclonic vorticity growth due to theipiee feedback of increasing
anticyclonic vorticity onto the Ekman pumping. Therefdne aabbove estimate should be a
lower bound. Takingd ~ 100m, pg ~ 103kg.m™=3, k.V x 7V ~ 107 N.m™3,
0.IN.m=2, ¢, ~ —f and varying over~ 10km, the first term on the rhs of (5.6.3) is

™| ~

~ 1071572 and the second term is 1071572, one order of magnitude stronger than
the first term and of the same order as the observed vorticdwt). Therefore in the
presence of an already established strong anticyclonanihertant parameter for forcing
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by the wind is not the wind stress curl but the magnitude ofahral stress and of the pre-
existing vorticity gradient. Note, however, that wind sseurl estimated from QuikSCAT
observations at 25 km resolution could be underestimabeck svind shear lines are very
narrow behind the islands (Chavanne et al., 2002).

Using the previous scaling, the Ekman advection speed i8m.s~! or ~
2km.day~!. The vortex drifted northwestward by 7km between Oct 25 and 27, slightly
faster than predicted from Ekman advection, but subsetyustatled before drifting south-
ward and finally westward. The Ekman advection is probablglsoompared to the effects
of the coast or of the surrounding cyclones on the anticyehontion. Since the trade winds
kept blowing, although weaker, during the rest of the vogealution, and that the vortex
remained at the same location for a few more days, one haplaiexow why the vorticity
did not keep growing after Oct 27.

5.6.3 Anticyclone decay

The negative absolute (relative + planetary) vorticity gegjs that the vortex
growth may have been limited by the development of centafugstability. An axisym-
metric baroclinic vortex is unstable to axisymmetric pdsations if (Kloosterziel et al.,
2008):

o+ D@+ ) < G+ fyRi (56.4

wherer is the radial distance from the vortex centef,is the azimuthal velocity, and

Ri = N?/(0V/0z)? is the Richardson numbe/¢ is the buoyancy frequency). Since
the rhs of (5.6.4) is always positive, a more stringent goteis the modified Rayleigh

criterion (Kloosterziel and van Heijst, 1991):

LQ <0 (5.6.5)

whereL = Vr + fr?/2 is the absolute angular momentum, ape-= ¢ + f is the absolute
vorticity. The radial profiles ofl, and (@ are shown in Fig. 5.14 for Oct 27 and Nov 1.
On Oct 27, both L and Q are negative for small ranges and pediir long ranges, but
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they are of opposite sign between 9 and 13 km, where cenatifagtabilities can therefore
develop. Five days later (Nov 1), both L and Q have becomdipesiverywhere.

For barotropic vortices, the upper limit for the expondrgiawth rate of pertur-
bations iss,, = (max|s|)'/?, where¢ = 2L/r?Q is the Rayleigh discriminant (Kloost-
erziel et al., 2007). We obtain hesg, = 0.6day ', so the amplitude of axisymmetric
perturbations can be multiplied by 2.7 in 1.7 days. For bdarmovortices, the upper bound
on the growth rate is even higher (Kloosterziel et al., 200®)erefore it appears possible
that centrifugal instabilities have developed and havesteduted angular momentum five
days later to suppress the unstable conditions. Kloosiezzal. (2007) predict that in the
limit of infinite Reynolds number (inviscid fluid), the abst® angular momentum in the
equilibrated vortex core would be exactly zero, up to théuswd/here the radial integral of
the initial absolute angular momentum is zero, beyond whatlibe identical to the initial
profile (red solid curve in Fig. 5.14). Then the core absoluateticity would be zero (red
dashed curve in Fig. 5.14) and the core would be in solid-lvotition at” = — fr /2 (red
dashed line in Fig. 5.6). Although the ocean has very highnBlels numbers, the profiles
on Nov 1 do not follow exactly the predictions, but appear éoabsmoothed version of
them, as one would expect due to frictional processes, angeBiDrbations not accounted
for by Kloosterziel et al. (2007).

The later development of the vortex, with a very fast inceeafsits radius, and
distortion of its shape, cannot be explained by centrifuigstiability, and is probably the
result of interactions with the surrounding vortices.

5.7 Conclusions

Our observations show energetic dynamical submesoscale Kdf) structures,
embedded within a field of mesoscale eddies, unresolveditgegt altimetric products,
and barely resolved by unfiltered along-track altimetrisarvations. Negative absolute
vorticity persisted for a week in the core of an oceanic gwctane, before centrifugal
instabilities eventually redistributed absolute angolamentum until the absolute vorticity
was zero in the core, following the numerical predictionKlmiosterziel et al. (2007)). The
anticyclone was in cyclogeostrophic balance to first ordénd forcing was shown to be a
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possible important contributor to the vorticity growthdacould play a role in many other
areas where strong orographic wind stress curls are fouet,as Cabo Verde (Chavanne
etal., 2002), the Canary islands (Barton et al., 2000), thef&rn California islands (Dong
and McWilliams, 2007), the gulfs of Tehuantepec and PapafjdgCreary et al., 1989) or
the gulf of Aden (Fratantoni et al., 2006).

SST fronts developed in response to the straining of SST éwdlocity field,
triggering frontolytic secondary circulations to resttie thermal-wind balance. The front
was divergent{ 0.2f) and anticyclonic £ —0.25f) on its warm side, and convergent
(~ —0.25f) and cyclonic £ 0.15f) on its cold side. Such processes may strongly affect
the oceanic primary production (Lévy et al., 2001; Lapeymd Klein, 2006) and the upper
ocean stratification (Lapeyre et al., 2006). Submesostaletsres are widespread in the
ocean (e.g. Flament et al. (1985); Munk et al. (2000)), yey thre not resolved by global
ocean circulation models. More observational and numlewicak is required to fully
understand their dynamics and parametrize their effectthemceanic and atmospheric
circulations.

119



23 28

b 27.5
20F\ = =) &
ot ; 27
21 <
™ ' “
2659
20 g )
A ' 26
AT ¥ ST 1
19 - - s ¥ /-
77 (T A L] \ 25.5
mle AL . L

8
-161 -160 -159 -158 -157 -156

Figure 5.1: (a) AVISO surface geostrophic currents for ®eta23 to 30, 2002, overlaid
on a composite of sea surface temperature from Aqua and VEDaIS for October 26,
2002. The tracks of the Jason-1, ERS-2, GFO and Topex/Rwss#dellites used in AVISO
processing are shown in black lines. (b) Sketch of the maih &%&l circulation features
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QuikSCAT wind stress and curl averaged from 10/23 to 10/30 2002
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Figure 5.2: Wind stress vectors and curl from QuikSCAT at &bresolution, averaged
from October 23 to 30, 2002.

121



~ (b) vorticity (c) divergence
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Figure 5.3: Snapshots of lowpass filtered currents (bladkR$j blue: ADCP) and 10m-
height wind at Honolulu (thick black), overlain on (left pEs) sea surface temperature
from MODIS, (middle panels) vorticity, and (right panelsyefgence, shown only when
above 95% confidence intervals and normalized by f, for (&) ©¢t 20, (d, e, f) Oct 24, (g,
h, i) Oct 27, (}, k, I) Oct 31, (m, n, 0) Nov 3, and (p, g, r) Nov 7ta$ lines are bathymetric
contours at 500m, 1000m, 2000m and 4000m.
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Figure 5.4: Fig. 5.3 continued.
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Figure 5.6: Evolution of azimuthally-averaged radial desfiof (a) azimuthal velocity, and
(b) vorticity normalized by f. The model of Kloosterziel €t §007) is shown as red

dashed lines.

125



(a) 1st EOF at C1

0 I T
— ADCP
— exp prof
— - mode 1
~100H - —  mode 2
mode 3
-200
-300} o o
E B P . Ve
= 2
o ) .
() /
T -400 ,
. ‘/.
/
o
-500 Ve
[
!
-600 I
[
l
|
—700r ! [ !
-0.3 -0.2 -0.1

velocity [m.s_l]
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SST and Q-vectors on 10/27/02
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Figure 5.12: Q-vectors overlain on SST on Oct 27.
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zonal section at 21.17N on 10/27/02
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Figure 5.13: Zonal section at.17N of (a) zonal (dash-dot blue line) and meridional (solid
blue line) current and SST (red line), and (b) vorticity {dd¢ihe) and divergence (dash-dot
line), with 95% confidence intervals (gray shadings).
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Chapter 6
Conclusions

When internal tides propagate through energetic inhomagesnbackground cur-
rents, their amplitude, phase and trajectories are mastlilay horizontal and vertical re-
fraction, Doppler shifting, and energy exchange with thekigagound currents. Recent
studies have started to document these interactions ircylart areas such as the South
China Sea (Park and Watts, 2006), the Hawaiian archipeRagoyille and Pinkel, 2006b),
or the South Brazil Bight (Pereira et al., 2007). Our obsows document another area,
the northwestern Adriatic Sea, and revisit the Hawaiiamigedago at finer scales than
previously studied, by focusing on an area of strong inteidas generation, the Kauai
Channel. We complement the results of Rainville and Pink@06b) by showing that the
tides are significantly affected by the surface intensifiedoscale variability already at the
first surface reflexion of internal tidal beams. The net eftdanesoscale variability over
long periods of time is to low-pass filter the vertical modémeernal tides, the resulting
surface pattern resembling that one would obtain from tinensation of only the first few
lowest vertical modes.

What are the implications of these results on tidal energygbts ? The fast
barotropic tide is not affected by mesoscale variabilitgrefore the barotropic energy loss
is well constrained by models assimilating satellite obatons (Egbert and Ray, 2000,
2001). Zaron and Egbert (2007) have shown that internas tideve a negligible impact
on the barotropic tidal fields inferred from those assinolas. The latest estimation for
the Hawaiian Ridge (Zaron and Egbert, 2006a) finds thia} .GW of M, barotropic tidal
energy are lost within 250 km of the ridge.
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The slower internal tides, however, are affected by meseseaiability, there-
fore estimations from satellite observations assimitabould be considered as lower
bounds, due in part to the non-phase-locked energy not ieaphy the altimeters (Ray
and Mitchum, 1997; Ray and Cartwright, 2001). However, sitite baroclinic energy
fluxes radiating away from the Hawaiian ridge are dominatetihb lower modes (St. Lau-
rent and Nash, 2004), which are not affected much by the makogariability close to the
ridge (Rainville and Pinkel, 2006b), estimates of the epeagliated away from the ridge
as low mode internal tides should not be too sensitive to stade variability. Zaron et al.
(2008) finds that assimilating the phase-lockdd HF-radio observations into PEZHAT
decreases the energy fluxes radiating away from the Kauair@haidge by only~ 10%.
Ray and Cartwright (2001) estimate that6 GW are radiated from the Hawaiian Ridge
into M, mode-1 internal tides, a value similar to that from the neshailating model of
Merrifield and Holloway (2002), who found that 10 GW were radiated for all modes,
60% of which was accounted for by mode 1. However, Carter et 8072 recently found
that increasing the resolution from 4 km to 1 km over a smallea encompassing the main
Hawaiian islands (excluding the Island of Hawai'i) lead tiacrease of- 40% in energy
converted tal/; internal tides, as compared to Merrifield and Holloway (208gimation,
which would give~ 14 GW if extrapolated to the entire ridge. It is not known whettug-
ther increase in resolution would lead to higher estimabtesgefore this part of the energy
budget is still poorly known.

What about the remainder of the budget, usually attributdddal dissipation ?
The present study shows that interactions of internal tidés mesoscale currents cannot
be neglected if one wants to quantify how much energy noatadiaway from the ridge
as low-mode internal tides is locally dissipated, and wkdhe distribution of dissipation
in the water column. Energy transfers occur between inkéides and mesoscale currents
near the surface, which could provide another source or ginkical energy. Also, the
strong increase of internal tide energy near the surfackdrptesence of mesoscale cur-
rents such as the cyclone observed in October 2002, coudddareaking and dissipation
near the surface. Althaus et al. (2003) observed strongpdissn near the surface close
to the first surface reflexion of a tidal beam to the north of Mendocino Escarpment.
They attributed it to the energy amplification by the strotrgtffication near the surface,
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which was particularly strong during their experiment daetfie 1997 El Nifio. Near-
surface stratification increases due to mesoscale cuskatdd also be taken into account.
Furthermore, intrinsic frequency Doppler-shifting anéeefive Coriolis frequency mod-
ulation by mesoscale currents (Kunze, 1985) could lead sorgtion of internal tides at
critical layers near the surface, transferring energy éatiesoscale currents and increasing
local dissipation by wave breaking. At the latitude of Hayahis is not likely to hap-
pen for semi-diurnal tides, but could happen for diurna¢sidh the presence of strongly
sheared mesoscale currents. If parametric subharmonabihty transfers some energy
from M, to M, /2, as observed by Carter and Gregg (2006) within a tidal beaanating
from the northern edge of Ka‘ena Ridge, then shifts of theai¥e Coriolis frequency to
M, /2 could lead to rapid dissipation of energy, as observed bgelacked altimetry ob-
servations (Kantha and Tierney, 1997) and predicted in Itiserace of mesoscale currents
(MacKinnon and Winters, 2005) arougé’ of latitude, wheref = M, /2.

All these phenomena could increase the local sinks of eneripe surface layer,
leaving less energy to be dissipated at depth near the @dgehown schematically in Fig.
6.1. Estimations of energy dissipated at depth (ie belowitke100m) over the Hawaiian
Ridge could indeed be too low to close the energy budget: ket al. (2006) estimate
3712 GW to be dissipated within 60 km of the ridge, and Martin andifiok (2007) find
an upper limit of6™3GT/ within 50 km of the ridge. Using Zaron and Egbert (2006a)
estimate of barotropié/, energy loss and0 — 14 GW of energy radiated intd/, internal
tides, we havd.5 — 12 GW of M, energy available for mixing. Adding the contributions
from the other tidal constituents, as well as from inertrad aesoscale energy, we see that
the observed dissipation could be insufficient. Closingahergy budget will require to
reduce the uncertainties, and to include the effects ofimlesubmesoscale and mesoscale
currents onto internal tides propagation.

The challenge is to adequately reproduce the energetic so@eoand subme-
soscale circulation in the vicinity of the Hawaiian islan@ur observations show that the
variability is much richer than what altimetric observasocan resolve. High resolution
will be required to accurately model the background cirgafain which the tides propa-
gate, both for the ocean model itself and for the atmosplieraing used, since details in
the wind field are important to reproduce the observed aton features in the Hawaiian
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archipelago (Chavanne et al., 2002). As a first step, onelciply put a balanced vortex
as background state into a numerical model of the tidesutdysts effect on tides propa-
gation, especially to check whether parametric subharaiastabilities and critical layers
can occur, and quantify their effect on local dissipatiohei, the net effect of mesoscale
currents onto the tidal energy budget could be addressastistly by using numerical
simulations resolving both the tides and the mesoscalemipsa For example, Horsburgh
and Hill (2003) used a modified version of POM to study the rseale circulation and the
interactions with tides in the Irish Sea. Recently, Perefral. (2007) studied observation-
ally and numerically the effect of the Brazil Current on & tides in the South Brazil
Bight. They concluded that “in regions of strong baroclithdevs, internal tides may not be
investigated independently of the background flows if therimal tide field and associated
mixing are to be properly accounted for”. Our results reiogotheir conclusion, and show
that the western boundary currents are not the only placesesMackground flows may
matter for internal tides.
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Figure 6.1: Schematic representation of possible mixigtions (indicated by breaking
waves) for internal tide beams generated on the flanks of @anigdge, in the presence of
horizontally and vertically sheared mesoscale currentsing can occur at depth: at the
generation location, at the bottom reflexions, at beamsirgs (where energy increases);
and near the surface: at the surface reflexions (indicatethédgled areas), at critical levels
where the intrinsic frequency is Doppler-shifted low to #féective Coriolis frequency
value, or at critical levels for half-frequency waves geed by parametric subharmonic
instability.
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Appendix A

Data processing

A.1 Radial currents processing

For the linear arrays, beam-forming is performed by addiregantenna signals
with appropriate phase shifts, to steer the beam in the etesiirection, and Hamming
windowing to reduce side lobes, (Gurgel et al., 1999). Thmathal resolution depends
on the aperture of the receive array, whicl%%_%) for N antennas linearly spaced at half
the electromagnetic wavelength, and a steering ahgiative to the normal to the array.
For 16 antennas, it varies frofii for # = 0° to 15° for # = 60°. For a given direction and
range, the energy spectrum of the echoes contains two paake 8ragg waves advancing
to and receeding from the receiver. The radial current isrda@hed from the offset of the
peak frequencies from the theoretical Doppler shift fordeepwater waves (Paduan and
Graber, 1997). Spectral lines around the peak frequenaieighted by their signal-to-
noise ratio, are used to compute the average radial currehtts standard deviation, a
measure of accuracy. A threshold of 4 cm/s on the accuracysebto eliminate outliers.

For the square arrays, direction-finding is performed farthespectral line by
comparing the phases of the signals from the 4 receive aasgfissen et al., 2000). This
requires that the radial speed uniquely depends on the #zi{@Gurgel et al., 1999), which
is satisfied for uniform coastal currents flowing paralletite coast, but could be violated
for spatially variable flows. For a given range, a mappingveen radial current values and
directions results. The radial current values are thereddsy azimuth, and the average
radial current and its standard deviation are computeddoh @zimuthal bin. The number
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of available current estimates differs for various azinsutherefore the standard deviation
of radial currents is not a reliable estimate of accuracyhreghold of 3 cm/s was used to
eliminate some outliers, but further statistical filterings required.

Spatio-temporal intervals, 6 km in range, 6 degrees in attimand 4 hours in
time (a compromise between statistical robustness\@ncetrieval) were defined for each
direction finding site. The median and standard deviatiaefadial currents were com-
puted for each interval, providing a robust estimate of #t#al current. A threshold of 15
cm/s was used on the radial current standard deviation tovemremaining outliers, and
intervals with too few data were discarded. In additionréhe@ere groups of ranges con-
taminated by 50 Hz interferences and their harmonics in thgpler spectra. Those ranges
have been completely masked. Finally, each radial currexg was bilinearly spatially
interpolated.

To assess the azimuthal accuracy of the radars, calibsati@ne conducted in
July 2003 by transmitting a fixed frequency signal from a HoHowing circles of 5km
radius around each radar. The received signals were pextegsh beam-forming or
direction-finding algorithms to infer the incoming diremti and compared with the true
direction from GPS positions of the boat. Errors in azimu#trevsmaller than 5 degrees
with a median offset of 2 degrees for the beam-forming site, @maller than 10 degrees
with a median offset of 2 to 4 degrees for the direction-figdsites. Corrections did not
lead to significant improvement of the correlation of radiarents between pairs of sites
(see Appendix B), and therefore were not applied.

A.2 \ector currents processing

Vector currents were estimated on a 5-km (and 2-km in Ch&)t€artesian grid
by least-square fitting zonal and meridional component# ta@dial measurements from at
least two sites within a 5-km (3-km in Chapter 5) search radiupa and Barrick, 1983;
Paduan and Cook, 2004). The normal component is poorly inst near the baseline
between two sites and the azimuthal component is poorlyt@ned far from the sites,
yielding a Geometric Dilution Of Precision (GDOP, Chapmarale (1997)). It can be
estimated as follows (Gurgel, 1994; Barrick, 2002).
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The current is assumed to be constant within the searchsadhere N radial

measurements are available:
m; :nmu—l—niyv—i—ei 1= 1,...,N (A21)

or
m = Nw+e (A.2.2)

wherem is the N x 1 vector of radial measurementsthe N' x 2 matrix of the unit radial
vectorsw = [u, v]" the current vector, aneithe N x 1 vector of measurements noise and

model errors.
An estimate ofv can be obtained by minimizing the sum of squared errors:

N
J=Y e =¢"e (A.2.3)
i=1

The solution is (e.g. Wunsch (2006), pp. 43-46):
W= (N"N)"'N"m (A.2.4)

provided that(NTN)_1 exists.
The covariance o is:

Caws = ((W—(W))(W—(W))")
— (NN)"'NTCeN (N"N) ™ (A.2.5)

where brackets indicate ensemble averaging,@rd= ((e— (€))(e— (e))”) is the co-
variance ot.
If the errors are independent of each other and have the saia@ees?, then:

Cee = 0l (A.2.6)

wherel is the unit matrix.
The covariance ofv becomes:

Cow = 02 (NTN) ™ (A.2.7)
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This expression fos = 1 is the GDOP. The principal axes Gf;y are shown in
Fig. 2.2 for different geometric configurations in the Adiiaand in Fig. 3.2 for Hawai'i.
In the Adriatic, with only two sites, the vector currents nahbe estimated reliably over
large areas. A third site is then needed to improve vectoeots estimation.

In the present processing, currents were discarded whdargest eigenvalue of
Caw exceeded 0.5 in the Adriatic and 1 in Hawai'i, and were ingtafinearly interpolated
from neighboring grid points. These rather restrictivarealwere chosen because the errors
of neighboring measurements from the same radar are ngpitidgpendent.

A.3 Temporal interpolation

The diurnal modulation of data coverage biases the estmati power spectra
and least-square analysis of constituents synchronizétdowvnot separable frorfi;, such
as S, and K, which differs fromS; by only 1 cycle per year (see Table 2.1). A formal
attempt at demodulating the estimated spectra is attenmp#opendix F. The major flaw
of the method is that the resulting spectra can have negetivues at some frequencies.
Therefore, an ad-hoc method was followed instead, as desthelow.

Most missing data segments are shorter than a day, but langgario preclude
linear interpolation. The main variability for periods stev than a day is tidalA/; and
K) and inertial with a period of 33 hours at 21N and 17 hours &M4A constant and
sinusoids at\/;, K; and inertial frequencies were least-square fitted to thershsons
available in a 3-day window centered on each missing datasefgshorter than 16 hours.
The fit was performed only if more than 24 observations weadl@vle. A linear trend was
added to match the interpolation with the observations eretlges of each segment. This
interpolation was carried out on the radial and vector cusreeparately. Vector currents
were not estimated from the interpolated radial currentaybid spurious tidal variability
arising from geometric dilution of precision. The least:arg analysis was carried on the
interpolated time series.

To estimate the power spectra of the time series, their meanramoved and
the remaining missing data segments were replaced by z&tos.amounts to multiply-
ing the uninterrupted signal by a missing data function (ld@ta and O for no data). In
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the frequency domain, the Fourier transform of the uniofged signal is convoluted with
the Fourier transform of the missing data function, reeglin spectral smearing (see Ap-
pendix F). To minimize such smearing, continuous data satgrehorter than 36 hours
were replaced by zeros, and the spectrum was estimated bely data return was greater
than 75%. Time series were multiplied by a Blackman windoierpio computing their
Fourier transform. The spectrum shown in Fig. 2.5 is an @eeod the spectra @V = 61
grid points, and those shown in Fig. 3.5 are averages dver 156 grid points. The 95%
confidence intervals are based on an effective number oédegf freedom oiV/4, since
adjacent grid points are not independent of each other. Theber of degrees of free-
dom was increased for higher frequencies, by splittingithe series into half-overlapping
segments. Each segment was demeaned and multiplied bylaniélaavindow.
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Appendix B

Data validation

B.1 Radial currents cross-correlation

Since each HF Radio is an independent instrument, the yuwdlihe radial cur-
rents can be assessed by the correlation between radiahtaifrom both sites, which
should approach -1 along the baseline joining the two sitbsre the radials are in oppo-
site directions, and +1 far offshore, where the radials bn@st collinear. If along-baseline
and across-baseline current components were uncorrelattee@qual variance, the corre-
lation pattern would follow that of the cosine of the angléween the two sites, as shown

below.
The components andv of vector current along and normal to the baseline be-

tween two sites (line joining the two sites) are:

(B.1.1)

wherel” andd are the vector current magnitude and angle relative to thelioe.
Radial currents in the directions from the sites can be egae at a particular

location by:

{ vi(t) = V(t)cos(6(t) — 1) (B.1.2)

va(t) = V(t)cos(0(t) — 02)

wheref, andf, are the directions of the radial components relative to tseline.
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The radial currents cross-correlation coefficient is:

ry = —1v2) (B.1.3)

(vF)(v3)
where brackets indicate time averaging.
The covariance and variances of the radial currents canfiressed in terms of

the covariance and varianceswénduv:

1
(viv;) = §<u2 + v*)cos(6; — 0;)
+(uv)sin(0; + 0;) (B.1.4)
1
+§<u2 —v*)cos(0; + 0;) (1,7) = (1,2)
Along the baselined; = 0 andf, = , yieldingr;, = —1. Far from the radars,

01 — 5 andf, — 7, yieldingr, — +1.
If w andv are uncorrelated and have the same variance, then

(viv;) = %<u2 +oeos(Bi—0,)  (irg) = (1,2) (B.1.5)

yielding
T12 = cos(f) — 0z) (B.1.6)

B.2 Comparisons with ADCPs

Scatterplots of ADCPs 12 m bin and HFRs currents at the dlgg&spoint are
shown in Fig. B.1. Correlations are between 0.87 and 0.9 aosdmean-square (rms) dif-
ferences are between 9.7 and 11.1 cm/s for the radial caraewitthe zonal currents at C1,
but the correlation drops to 0.52 (still significant to 95%fidence) and the rms difference
jumps to 19.2 cm/s for the meridional currents at C1, due tongtrical amplification of
the errors (see Fig. 3.2). The threshold on GDOP major axiarde of 1 was chosen so
that the area of vector currents estimation did not extegdiek C1.

Time-series of currents at the moorings locations are showtig. B.2. The
HFRs and ADCPs observations are consistent at high fretpgeas well as low frequen-
cies. The meridional component at C1 displays periods otigoal bad agreement, the
latter corresponding to periods of slight differences ia tadial currents in the direction
from Ka'ena.
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Figure B.1: Scatterplots of ADCPs vs. HFRs currents.¢'). ADCPs currents are
from the 12 m depth bin. HFRs currents are from the grid patdsest to the moorings
locations. At C1, ADCPs currents are projected in the dioest from Koolina (a) and
Kaena (b) and compared with the HFRs radial currents. Intiaadithe zonal (c) and
meridional (d) component of currents are compared. At C2rie)A2 (f), ADCPs currents
are projected in the directions from Koolina. Correlatignghe numbers in parentheses
indicate the 95% confidence null hypothesis values) andmaan-square differences (rms
diff)are indicated in the top-left corner of each panel.
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Appendix C

Ray tracing with hydrostatic
approximation

Dispersion relation

Suppose internal waves are governed by the inviscid, hiatios Boussinesq

equations linearized around a background state:

Du oUu ou ou B 1 0p
Dr + uos + Uﬁ—y + W fv = oo (C.0.2)

Dv ov ov oV 1 0p
— — v — = —— = .0.2
Dt+u8$+v8y+w82+fu pn (C.0.2)
0 = _L1o b (C.0.3)

po 0z

ou Ov Ow
2t a = (C.0.4)
Db 0B 0B

RN _— 2 prm—
Dt+u8x+08y N*w 0 (C.0.5)

where(u, v, w, p, b) are the zonal, meridional, vertical components of velopitgssure and
buoyancy fields describing the internal wavés, V, W, B) are the corresponding fields
describing the background statg,is the Coriolis parameter, is a reference density,
N? = NZ — %—f is the buoyancy frequency squared of the background stgtbeing the
buoyancy frequency of the ocean at rest, ﬁgd: % + U.V is the material derivative.
This is a closed system of 5 equations for 5 unknowns, withmmmogeneous
coefficients. Following Olbers (1981b), when the backgobstate varies on scales much
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larger than the internal wavelength, we can neglect theigméslof the background state
(except for the contribution of the vertical gradient of fpaocy to the background buoy-
ancy frequency), and solve for local plane waves solution:

(u7 v,w,p, b) = Re[(“Oa Vo, Wo, Po, bO)ei(k.X_wt)] (CO6)

wherek = (k, [, m) is the local wavenumber vector ands the local frequency.
One obtains the local dispersion relation:

w=Q>k,x,t) =wy+ kU (C.0.7)

where the intrinsic frequeney, = Qy(k, x, t) satisfies the classic dispersion relation:

k2 4 [

wi = f*+ N? —

(C.0.8)

Locally, the only effects of the background state is to mpdife buoyancy frequency
(through %—f) and to Doppler-shift the frequency of the wave propagatnghe back-
ground current (the intrinsic frequency).

Propagation and refraction

As the wave propagates through the varying background, stat@avenumber
and frequency adjust to satisfy the dispersion relatiow, thie wave gets refracted. Its
trajectory is governed by the propagation equation:

dx o0
o =Tt U (C.0.9)

C, is the group velocity, an% = % + C,.V. The intrinsic group velocity is:

0 Nk N wR— f?

ok wom? wem?’  wem

Cego ) (C.0.10)

Its wavenumber evolution is governed by the refraction égona
dk 0N ou oV ow

E—r:_a_x:r‘)_ka_x_la_x_max (C.0.11)
r is the rate of refraction, and the intrinsic rate of refrawtis:
o) wid — f2ON
_ Yo _ il .0.12
fo ox woN  0x (€.0.12)
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Finally, the evolution of frequency is governed by:
do _ 00
dt ot
and is zero when we assume that the background flow is steaggyies on time scales

(C.0.13)

much longer than the time it takes for the waves to propadmteigh it. These equations
are integrated numerically using the fourth-order Rungetafinite differences scheme.
The intrinsic frequency evolution can be obtained through E.0.8 or Eqs. C.0.7 and
C.0.13, providing a way to check the accuracy of the numkescheme. Discrepancies
remained below 1%.

Energy evolution

In the hydrostatic approximationft, w2 < N?), the kinetic energy is well ap-
proximated by the horizontal kinetic energy:

1 -

KE~HKE = ipo|u|2 + |v|? (C.0.14)
where the overbar denotes time averaging [attfie absolute value. The potential energy is
given by: o

pp— L, (C.0.15)
= 200 N2 V.
The ratio of kinetic energy over total energy= KE + PE'is:
KE 1w? 2
_ et S (C.0.16)

E 2 W
The evolution of total energy is governed by the consermatibwave action
equation:
0A

57 T V(Ce) =0 (C.0.17)

where A = w% is the wave action. Eq. C.0.17 means that the action enciosagmall
volume moving along a ray with the group velocity is consdrvd-ollowing Edwards
and Staquet (2005), we compute the evolution of the actiongah ray by computing the
volume of a small tetrahedron defined by the ray plus thregogeays positions.

Eq. C.0.17 can be rewritten as an energy balance equation:

dF E du}o
= _EV.C 4+
v g+ wo dt

— (C.0.18)
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The first term on the rhs is the ray divergence contributionemrays diverge, the energy
density decreases, while it increases when rays convergthelabsence of background
currents, ray divergence is due only to vertical gradiemtsuioyancy frequency:
K2+ 1?2 _dN

+ N

wom3  dz

V.Cgo = —

(C.0.19)

Physically, an increase in buoyancy frequentyesults in an increase in vertical wavenum-
berm (from C.0.8), resulting in a slower vertical group velocityerefore in a vertical con-
vergence of ray tubes. In the presence of background csrrigre are also contributions
from the horizontal variations a¥ andm as well as the 3D variations &f [ andw,. This
term can be obtained from Eq. C.0.17:

1dA

The second term on the rhs of Eq. C.0.18 is the energy exchwitig¢he back-
ground flow: when the waves propagate upward in the directidhe shear, the Doppler-
shifted intrinsic frequency decreases (Eq. C.0.7) andrieegy decreases too, correspond-
ing to an energy transfer from the waves to the background flGanversely, when the
waves propagate upward against the shear, the intringjodreey increases, and the en-
ergy increases too, corresponding to an energy transfar fine@ background flow to the
waves. The opposite happens for a downward propagating. wllvis term can be ex-
pressed explicitly by obtaining the energy equation froms.Ez,0.1-C.0.5, and comparing
to Eq. C.0.18:

E%— Re |u*u; U+U*u,aV_E(8_Ua_B+a_Va_B)+ma_B+ma_B
wo dt "o, 9r, 2N1'9z 9r 0z 0y’  N2oxr | N2 oy
(C.0.21)

where* denotes the complex conjugate and the repeated indigesimplicitly summed
from 1 to 3. The first two terms on the rhs of Eq. C.0.21 are the o&working of the
radiation stress tensor of the waves against the rate af sfrthe background flow (Garrett
(1968)). Additional terms appear due to the horizontal gnats of stratification.
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Appendix D

|dealized mesoscale features

Eddies

Consider axisymmetric vorticé®/, V. W) = (0, V (r, ), 0) in gradient-wind bal-

ance:
0 2V oV
IIP_ _(py 2T (D.0.22)
po Or r 0z
Assume an idealized radial profile of the form:
T o_1(r)\’,1
V(r.2) = Ve (1) T3 () (D.0.23)

whereVj is the vortex maximum current (positive for cyclones, nagefor anticyclones),
R is the vortex radius, and’(z) is an arbitrary function of depth. Using Eq. D.0.23,
Eq. D.0.22 can easily be solved fprfrom which we can obtain the buoyancy frequency

2 _ _90p.
squaredV- = ok

PF 1, _(L)2+102F2

02 2 0¢ 022

whereNZ(z) is the stratification of the ocean at rest (at infinite radius)

N
oy

(D.0.24)

N(r,2) = N3(z) — SRV H ()

\orticity waves

Consider rectilinear parallel current8, V, W) = (0, V (z, z),0) in a referential
rotated so that the x-axis is aligned in the direction of warepagation, of the form:

V(x, z) = Vocos(kx + @) F(2) (D.0.25)
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wherek is the wavenumber anglthe phase at a particular time.
Such parallel flows are in thermal-wind balance:

g Op ov
== =—f— D.0.26
po Ox 0z ( )
Using Eq. D.0.25, Eq. D.0.26 can be solved easilyfoyielding the buoyancy
frequency squared:
2
N*(x,2) = N3(z) + %sm(k‘x + gb)aaTI; (D.0.27)

whereNZ(z) is the stratification used in PEZHAT, chosen to be that wHegectirrents are
extremum, so that the stratification profiles oscillate acbit.
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Appendix E
Vortex Rossby Waves

From March to April 2003, the low-frequency currents vailigpsouth of the
Kauai Channel is dominated by vorticity waves, two snapstodtwhich are shown in
Chapter 4 (Fig. 4.3). They are surface intensified, and tregtical structures differ from
March to April, 2003 (Figs. 4.5, 4.6 and 4.7), their decaylesaecreasing with time.
Their horizontal structures are captured by complex EORdiEoal Orthogonal Function)
analyses of the horizontal currents and their vorticitgveh below.

During March 14 to 30, 2003,1% of variance of currents and vorticity combined
are captured by the first EOF (Fig. E.1), which representsgdhability associated with the
first passage of the waves. The currents are not all alignd#tkisame direction, as mod-
elized in Chapter 4. In the south, they are almost zonallgraed, with high eccentricity,
and turn progressively in the along-shore direction as dastcis approached, becoming
more circular. In the northwestern part, the are alignedatmerpendicular to the ridge.
The amplitude of vorticity increases toward the 2000-m &hbbclose to the shore, possibly
as a result of the coastal boundary layer on the current.shbeamphase shows a northeast-
ward propagation, with a mean direction@f ccw from east, and a mean wavelength of
147 km. Phase gradients increase near the coast, indithéihthe waves are slowed down
over shallow topography. The temporal amplitude showstttetvave pattern is strongest
around March 22. Instantaneous periods range from 12 to Y€ dath a mean period of
17 days, yielding a mean phase velocity igm.s .

During April 14 to 24, 200392% of variance of currents and vorticity combined
are captured again by the first EOF (Fig. E.2), which reprsstie variability associated
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with another passage of the waves. The currents are moreedlig the same direction
everywhere, almost perpendicular to the phase propagdiiention, which is77° ccw
from east on average. The mean wavelength is 112 km, and the pegiod is 12.5 days,
yielding a mean phase velocity of.4cm.s~!.

Due to the eastward component of their phase propagatiesg thaves cannot be
purely planetary Rossby waves. Barotropic and bottompedpopographic Rossby waves
can have an eastward phase propagation if the bottom slepesigrd to the north (op-
posing thes effect), but the surface intensified baroclinic modes abMagve a westward
phase propagation, isolating themselves from the topbigagsfect by moving a node in
the horizontal velocity to the bottom (Rhines, 1970), aseobsd at A2 (4.7). They are not
Doppler shifted by a mean eastward current neither (Fig. 4.1

The last possibility for free waves of these frequenciesaieelran eastward phase
propagation is that they propagate thanks to gradients dégsaund currents vorticity
(e.g. Pedlosky (2003), pp. 209-210), in the same way asiclRessby waves propagate
thanks to the meridional gradient of planetary vorticitygd: E.3 and E.4 show weekly-
averaged geostrophic currents from altimetry observataistained from AVISO (Ducet
et al., 2000), centered on March 26 and April 16, respegtivitiree-day low-pass filtered
currents from the HF-radios are superimposed. Altimetweaés the presence of a large
cyclone south of Kauai, which originated in the lee of theutsl of Hawaii in December
2002, over which the vorticity waves are superimposed. \&Wavepagating thanks to the
radial gradient of vorticity of vortices have been calledteg Rossby waves, and were first
proposed to describe hurricane spiral bands (MacDonalgi8)19For waves with scales
smaller than the vortex scale, Montgomery and KallenbaBB7{1derived their dispersion
relation in the WKB approximation:

nGr

— n0
YT R R

(E.0.28)

wherew is the instantaneous wave frequenayis the azimuthal mode numbék,is the
radial wavenumbex) is the angular velocity of the vortex at the range R where theew
packetis localized, ang is the radial gradient of the vortex relative vorticity atlange R.
The first term on the rhs of Eq. E.0.28 is the Doppler shift ebrtex azimuthal velocity,
and the second term is the analog of the beta effect. Thedreyus dominated by the first
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term, and so is the radial phase spegd, which is outward for positive k (corresponding
to a trailing spiral), explaining the eastward componenpludise propagation seen in the
HF-radios observations.

We infer the vortex characteristics from azimuthal avesagfethe azimuthal ve-
locity from AVISO, shown in Fig. E.5. The ranges where the v@ackets are localized
are taken as the average ranges of the HF-radios obsewvagiative to the vortex center,
and the vortex characteristics are also averaged over theges. Using the wavenumber
obtained by the complex EOF analysis, projected onto thialrdatection from the vortex
center, equation E.0.28 yields a period of 18 days for atialuhode number 2 for March
26, close to the 17-day period inferred from the complex E@&yasis of the HF-radios
observations. A mode 2 perturbation is also consistent thitelliptic shape of the vortex
(Fig. E.3). The period closest to the 12.5 days inferred ftbenHF-radios observations in
April is for mode 6 on April 16, which yields a period of 12 daysowever, altimetry still
suggests a mode 2 perturbation (Fig. E.4). We note that th& Aftproximation should
degrade in our case, where the wavelengths are on the sasreagrthe vortex size. Also
the results are sensitive to which ranges are chosen asespative of the wave “packet”
positions (Fig. E.5). Nevertheless, the results are suiygethat the vorticity waves ob-
served by the HF-radios can be vortex Rossby waves assbaidiie the large cyclone
south of Kauai present in the AVISO dataset.
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Figure E.1: First complex EOF of currents and vorticity dgrMarch 14 to 30, 2003. (a)
Spatial amplitude of currents (ellipses) and vorticityl¢eh (b) spatial phase, (c) tempo-
ral amplitude, and (d) instantaneous period (from tempgratlient of temporal phase).
Amplitude units are arbitrary.
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Figure E.2: Same as Fig. E.1, but during April 14 to 24, 2003.
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Figure E.3: Weekly-averaged geostrophic currents frommatry observations obtained
from AVISO (Ducet et al., 2000), centered on March 26, 200%€€-day low-pass filtered
currents from the HF-radios are superimposed. Vorticibtd is normalized byf. The
green arrow indicates the direction of phase propagatiemried from Fig. E.1b.
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Figure E.5: (a) Azimuthally averaged azimuthal velocity from weekly AVISO
geostrophic currents centered on March 26, 2003 (solig And April 16, 2003 (dashed
line), as a function of distancefrom the vortex center (where velocity is zero). (b) An-
gular velocityQ2 = V/r, normalized byf. (c) Radial gradient of vorticityl¢ /dr, where

¢ = 1/rd(rV)/dr, normalized by3 = df/dy. Vertical lines indicate the range of the
HF-radios observations relative to the vortex center.
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Appendix F

Fourier analysis on gappy time series

F.1 Least-square fitting of one sinusoid

This paragraph is based on materials from Bloomfield (1976).

Consider a N-point time series, = z(t,),n = 0,..., N — 1; where the,’'s are
not necessarily regularly spaced.

We want to fit a sinusoid of a given frequengy> 0:

x, = Xcos(2mft, + @) + €, n=0,.,N—-1 (F.1.1)

where X is the amplitude) is the phase, ang, are the residuals.
The least-square fit approach consists in minimizing the stithe squared (to

get rid of changes in sign) residuals , called the fittingrerro
E = =Y (z,— Xcos(2mft, + ¢))? (F.1.2)

Note that since a sinusoid oscillates about 0, we have to fieanvalue to the
time series too, so that the residuals can be small. This lbcegs a lot the algebra, so
let’'s assume for now that our time series has a zero mean.

Least-square problems are simplest to solve when the fittiadel is a linear
function of the unknown parameters, since then E is quadratie model (F.1.1) is non-

linear in X andg, but can be rewritten as:
x, = Acos(2m ft,) + Bsin(2n ft,,) + €, n=0.,N-1 (F.1.3)
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whereA = Xcos(¢) andB = — X sin(¢).
Now the fitting error E is quadratic in A and B, so to minimizevé have to solve
the following 2 equationsg—ﬁ =0 andg—g = 0, which can be written in matrix form:

_ [ > xncos(27 fty,)

> xpsin(27 ft,,)
(F.1.4)

Solving this system will give us the least-square estimafdbe parameters A
and B.
The expressions in the system square matrix of equatiotdjFsimplify when

A
B

S cos?(2n ft,) S~ cos(2m ft,)sin(27 ft,)
S~ cos(2m ft,)sin(27 ft,) S sin®(2m ft,)

the time sampling is regularly spaced, say= ndt,n = 0,1,..., N — 1, by the use of
trigonometric identities:

N-1

ZCOSQ 2rfnit) = g(l + Dy (4m fét)cos(2nfNot)  (F.1.5)

n=0
N-1 N
sin?(2m fndt) = 5(1 — Dy(4mfot)cos(2r fNt)  (F.1.6)
n=0
N-1 N
> cos(2m fndt)sin(2m fnot) = 5 Dn(4m fot)sin(2m fNot) (F.1.7)
n=0
whereDy is the Dirichlet kernel:
sin(52)
D = 2 F.1.
n(a) Nsin(§) (F.1.8)
and is plotted in figure F.1.
Now if
k
f= oL k=1,2,...N—1 (F.1.9)

thenDy (47 fot) = 0, and the square matrix of equation (F.1.4) becomes diagaéth
means that the cosine and sine functions are orthogondidsetparticular frequencies.
The coefficients are then given by:

9 N-1

A= I nZ:O xpcos(2m fnit) (F.1.10)
o N1
B = N 2 Tpsin(27 fnot)
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which are the standard Fourier coefficients.

Thereforewhen dealing with regularly spaced time series, the Fouriecoeffi-
cients are those giving the least-square solution to the pbbem of fitting a sinusoid of
a particular frequency to the data.

Remark the frequencies given by (F.1.9) are half the usual Fodiregjuencies.
This is because we have only fitted one frequency at a timelaseewhen we fit many
frequencies altogether.

F.2 Lomb periodogram

This paragraph is based on materials from Lomb (1976) arssR16992).

In the case of unequally spaced time series, the non-diatgnss (left-hand side
of equation (F.1.7)) are not zero any more even for the Foineguencies, which means
that the cosine and sine functions are not orthogonal to etiar, hence the coefficients
depend on the choice of the time origin.

We can introduce an unknown time shifin our fitting model to make the cosine
and sine functions orthogonal :

x, = Acos(2nf(t, — 7)) + Bsin(2n f(t, — 7)) + €, n=1,.,N (F2.1)

choosingr such that the non-diagonal termys cos(2n f(t, — 7))sin(27 f(t, — 7)) = 0,

which gives : S sin )
D sin(4nft,
The coefficients are now given by :
A= S xncos(2nf(t, — 7)) (F2.3)

)

Y cos(2nf(t, — 7))
_ S xpsin(2nf(t, — 7))
S sin?2(2nf(t, — 7))

The constant makes the coefficients completely independent of shiftihtha

B

t,’'s by any constant. Furthermore, it makes the cosine andfgimaions orthogonal for
any frequency f (not limited to those given by equation @.1For unequally spaced time
series, it gives better results than standard Fourier coeitis (computed as if the time
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series was equally spaced) because it weights the data @ pdmt” basis instead of on a
“per time interval” basis, giving the right least-squar&sion for the fitting of the sinusoid

at any frequency f of interest to the unequally spaced timese

F.3 Least-square fitting of many sinusoids

All of this works when fitting only one frequency at a time tettata. What if
we want to fit many frequencies altogether ? Consider theviatlg model:

M
T, = Z(Ajcos(%rfjtn) + Bjsin(2w fit,)) + €n n=0,.,N—1 (F.3.1)
j=1
wheref; > 0 are M different frequencies.
We will obtain a 2Mx 2M matrix problem, with non-diagonal terms of the form:

N-1

CC = ) cos(2mfit,)cos(2m fity) fi # fr (F.3.2)
n=0
N-1

SS = Y sin(2nfjt,)sin(27 fit,) fi # fx (F.3.3)
n=0
N-1

cs = cos(2m ft,,)sin(27 fit,) Vi, fr (F.3.4)

S
(=}

For regularly spaced time series, we get:

CC = 2Dy (2n(f; + fo)st)cos(N(f; + Fi)5) + Dy(2n(f; — fi)st)cos(xN(f; ~ f)5(F35)
55 = S (D(2n(f; — f))eos(mN(f; — f1)51) — D (2x(f; + fi)o)eos(xN(f; + fi)5(A3.6)
¢S = g(DN(QTr(f] + fr)ot)sin(mN (f; + fi)0t) — Dn (27 (f; — fi)ot)sin(w N (f; — fi)045.3.7)
Now if: .
ﬁ:ﬁ% j=0,1,2,...,N/2 (F.3.8)

the diagonal terms are zero sinee f; + f;,)6t = 2r+, withi = —N/2, ..., —1,1,..., N—1
for j # k (equations (F.3.5) and (F.3.6)), and wite= —N/2...,—1,0,1,..., N for all |
and k, for which the sines of equation (F.3.7) are 0 wRe(yf; &+ fi)dt = 0 or 27 (where
the Dirichlet kernel is not O but 1, see figure F.1).
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Now the frequencies given by (F.3.8) are exactly the Fodregjuencies, where

1
= — F. 0
fyie = 55 (F3.9)
is the Nyquist frequency, the highest frequency resolvdbketo the time spacing resolu-
tion 6t, and
1 1

fi = N5 T (F.3.10)

is the fundamental frequency, the lowest frequency rebtdv@side from the zero-frequency,
i.e. the mean) due to the time record period- Ndt.

So for the Fourier frequencies of a regularly spaced timesethe matrix is
diagonal and all the cosines and sines functions are orttadgd herefore the results of
fitting the frequencies separately are the same as of fittiegitaltogether. Indeed the

coefficients are given by:

5 N-1
A= N xpco8(27 findt) (F.3.11)
n=0
o N1
B; = v Ty, sin(2m fndt)

S
o

which are the same as (F.1.10) for each Fourier frequency.

Notice that forf = f, = 0, the corresponding Fourier coefficient A gives twice
the sample mean of the time serigls, = 2 S "z, = 2, which has been supposed to
be 0 up to now, but is not a necessary assumption any morediece,the mean is part of
the fitting through the, frequency component.

What about unequally spaced time serfe€an we apply the Lomb method to
get orthogonal functions ?

For 2 given different frequencieg, and f;, we dispose of 2 unknowns; and
T, t0 make the diagonal terms be zero. But there are 4 of thevafeqs (F.3.2), (F.3.3),
(F.3.4), and another (F.3.4) with cos and sin switched) hey tannot be put to zero in
general. This means that for unequally spaced time sehiegure sinusoids cannot form
an orthogonal basis.

We can always fit by least-squares many sinusoids with diftefrequencies,
but the results will depend on how many frequencies we chodi¢ together, since the
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functions will not be orthogonal to each other. And the solutmay blow up if we try to
fit too many frequencies to not enough available data.

Remark For unequally spaced time series, the resultffer 0 (i.e. trying to fit a
constant to the time series) does not yield the sample meary more. S@emoving the
sample mean before fitting sinusoids is not the same as fitting constant + sinusoids
directly to the time series, which should be the method used ken fitting frequencies
to a gappy time seriesas is illustrated in figure F.2.

F.4 Fourier spectrum

Consider a time series of N points regularly spacedby (z,), n=0,...,N-1;
spanning the time periol = Nt.
The discrete Fourier transform of x is defined as :

N-1
T = 2(fp) = Y wpe 2oty (F.4.1)
n=0

wheref; is one of the Fourier frequencies :

k
fk—m

Notice that k goes up to N-1, while it was restricted to N/2hea previous paragraph. Thisis

k=01,..,N—1 (F.4.2)

because the range k=N/2+1,...,N-1 corresponds to theimed@aquencies range k'=k-N=-
N/2+1,...,-1 since}, = 7,_~ due to ther-periodicity. So the highest frequency resolvable
is still the Nyquist frequency given by (F.3.9). Any frequgrgreater than the Nyquist
frequency is folded back into tHe- fy /2, fn/2] interval. This is theliasing phenomenon.

How does the Fourier transform relates to the Fourier coeffis obtained in the
previous paragraph ?

N-1
Fo = Y x,0t=NotAg/2
n=0
N-1
T +7_p = 20t Z xnc08(27 frndt) = Nt Ay
n=0
N-1

T —T_p = —2i0t Z Tp8in(2m frndt) = —Nidt By,

n=0
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The inverse discrete Fourier transform is given by:

N-1

1 027 frnot
= i2nfin F.4.3
Tn = N5 2 Tpe ( )

The power (energy per time) of the time series is defined asitance :

1 — 2
=<5 >kt (F.4.4)
n=0

Parceval’s theorem :

N-1

Z 226t = Z EARY (F.4.5)

wheredf = 1/(Ndt) is the Fourier frequency resolution, tells us that the eneamn be
computed also in the frequency domain.
We can then define a power density (i.e. power per unit fregg)en

1

= 751 7|2 (F.4.6)

The distribution of power density with frequency is callbd spectrum, and the power den-
sity is therefore called power spectral density (PSD). Tompmutation of the PSD using
equation (F.4.6) is called the periodogram method.

Ideally, the spectrum of a time series should be computed &o infinite record
of the time series. In practice the records are always filliie.can see them as an infinite
time series with zeros outside of the record period :

let’'s x be the original signal (infinite time series), and zlbe observations, con-
structed by replacing values of x outside the record perjozdnos :

x(t) if recorded

2(t) = { . (F.4.7)

0 otherwise

whose amplitude-modulating function is :

o) = 20 _ { 1 if x(t) is recorded (F4.8)

0 otherwise
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y is a boxcar function, shown on the top panel of figure (F.8dkcurve).
We havez(t) = y(t) x x(t). An interesting property of Fourier transforms is that
the Fourier transform of x z is the convolution of the Fourier transform of y with the

Fourier transform of x :

—

YXT=y*x2T (F.4.9)
where the convolution operator * is defined by:
axblf) = [ ol - Pif (F4.10)

Therefore the Fourier transform of the observations z igthaier transform of
the original signal x convolved with the Fourier transforfttee Boxcar function y, whose
squared values are plotted on a logarithmic scale on therlpamel of figure (F.3) (black
curve).

The ideal window (1's everywhere) would have a delta funtgpectrum (zero
at all frequencies except the zero frequency in which allehergy is confined), hence
not affecting the power spectrum computation. But with tleex&r window, we see that
although a lot of energy is at and around the zero frequeheyetare side lobes of energy
at higher frequencies, which are going to contaminate tlsemed spectrum when con-
voluting the Boxcar Fourier transform with the original s&j Fourier transform to obtain
the observed spectrum. This is calkgukectral leakage We notice that there are zeros in
the Boxcar Fourier transform at the Fourier frequenciesf swong signals like tides for
example are placed exactly on Fourier frequencies by chga@si adequate time period of
observation, spectral leakage can be avoided.

When we cannot avoid having significant energy falling imeen the Fourier
frequencies, as is almost always the case, it is necessaegtwe the side lobes of the
window, by applying coefficients different than 1 to the atvaéions before computing the
Fourier transforms. A commonly used window is the Hanningdew, which is plotted
in blue in figure (F.3). The side-lobe energy is much weaken tfor the Boxcar window,
reducing leakage. Note that the central peak of energy ismider, spanning 3 Fourier
frequencies centered around 0, which reduces the frequeisojution of the observed
spectrum, or equivalently applies some kind of frequen®raying to the spectrum. We
notice also that the energy level of the main lobe is reducetpared to the Boxcar window
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case, which means that the global energy level of the spadsilowered (it has to be so
since we have decreased the amplitude of the signal on thesexfghe time series by
applying the hanning window).

How to correct for this energy loss ? Following Harris (197&&)ppose first that
the original signal is a pure sinusoid:

T, = Ael?rlindt n=0,1,...N—1 (F.4.11)

The Fourier transform at the frequengyof the windowed signat = x.y, where y is the

window, is:

2

N-1
Z/'; _ ynAeiZWfknéte—iQkanétat — ASt Z Un (F412)
n=0

For a Boxcar window we would have= = andz;, = AdtN, so the ratio of original energy

S
I
o

over windowed energy is:
N-1
1 _
(% > ) =17 (F.4.13)
n=0

This corrects for the level of the main lobe of the Fouriensfarm of the window at zero

frequency, to get it back to the level of the Boxcar windowgfarm, since the energy of
the sinusoid, which is confined to a single frequency, is aiffigcted by the zero frequency
component of the window Fourier transform.

The situation is more complicated if the original signal basrgy at all frequen-
cies, as is most of the time the case, since then energy etatfifffrequencies are mixed up
with energy at the computed frequency when applying the sviwndue to the widening of
the main lobe and due to the sidelobes of the Fourier tramsédithe window. In general
we cannot determine a single correction factor, since thg Wwill depend on the frequency
being computed because of the relative distribution ofgynat the other frequencies. But
there is a particular case for which we can obtain a singleection factor: if the original
signal x is white noise with zero mean and variance (i.e. ger?. Then the Fourier
transform of the windowed signal is:

i

=Y Yprne “WEOl5t (F.4.14)

3
Il
o
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and the statistical expected value of the PSD is:

N—-1N-1
Nt Not 2= 2«
N-1
ot
_ 20t 2
= 0 N 2 Yn

For a Boxcar window we would have= z andE [+ |7k |*] = o24t, so the ratio of original
energy over windowed energy is:

1 N-1 )

~ ; y? (F.4.15)
This is the sample window variance, hence energy, whichasathount by which energy
is biased for a white noise signal. It is the correction faasually used, but keep in mind
that it works only for a white noise signal. If you are tryirmestimate the energy of a tidal
peak for example, you should use the factor given by (F.4ris2¢ad. Now if your signal
is composed of peaks plus white or red noise, as is the cagebmhysical data, there is
no universal correction factor.

Remark If we add a non-zero mean to the original white noise sigsa,x =
Z + ', with X’ a white noise signal with zero mean, then:

Elr,xn,] = 72+ Elx 2] ]

so that its PSD is now given by:

N-1

4}
Sc(f) = PSul) + 0 S 4

n=0

We see that if we don’t remove the mean of a time series befglyiag a window, then
the final spectrum is distorted by the window spectrum tifesn addition of having its
energy level changed.hat’'s why it is necessary to remove the mean of the time serse
before applying windows

Now let’s look at the case of missing observations, whichraptaced by zeros.
The window function y is the gap function, which values are Hew the observation is
available, and 0 when it is missing. See figure F.3 (red clifeesn example. Its Fourier
transform can be very ugly, depending on the number andtateiof the gaps. There
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can be high sidelobes whose level is not negligible comptrdtiat of the main lobe.
And the Fourier transform is not 0 any more at the Fourierdeggies, which means that
those frequencies are not independent of each other any (indeed they do not form
a basis of the ensemble of functions of period T any more). v&a by placing spectral
peaks onto Fourier frequencies, spectral leakage cannavdided. Therefore spectral
peaks must be removed from the time series by least-squtang fitior to Fourier analysis.
Also the gap function is a window unwillingly applied to thesgrvations, from which the
mean was not removed, therefore the spectrum would be gidtby the gap window
spectrum. The mean having been modified by the gaps, we ceamote it directly from
the observed time series. We have to remove it by least-editing a constant, along
with the spectral peaks sinusoids (cf figure F.2). Thereflagenecessary to remove the
sinusoids corresponding to the spectral peaks plus the oriigal mean, by least-square
fitting them altogether to the observations, prior to compue the spectrum of a gappy
time series As for the energy correction, the high sidelobes imply thdot of other
frequencies energy will be mixed up with the one being comguand a single correction
parameter for all frequencies makes even less sense. lwéaate facing the problem of
finding an inverse convolution operator, to estimatenowing z andy, which are linked
through:

Z=9x*1 (F.4.16)

Unfortunately such an operator does not exist.

But there is another approach to the spectrum estimatioighwises autocor-
relation functions. Those do not depend on time but only gs [@or stationary random
processes), therefore they should not be affected much &simgiobservations, as long as
there is enough information available for any given lag.sTtbpic is developed in the next
2 sections.

F.5 Wiener-Khinchin theorem

Consider a time series of N points regularly spacedby (z,), n=0,...,N-1;
spanning the time period T=M.
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Its power spectral density, defined in equation (F.4.6)ivsrgby :

N1N1

Sea(f Z anxme i2m f(n—m)dt (F.5.1)

n=0 m=0
Let'sn’ = n — m replace the variable n. Upper limit: when= N — 1, n’ =
N — 1 — m; lower limit: whenn = 0, n” = —m. It consists in changing the geometry of
the parameters domain over which we sum, as sketched in figdwre

Let's sum first over m at’ = cst, then sum overn’:
5t -1 N—-1N—-1-n'
S;m(f) _ N( Z Z l’m+nfl’m6_227rfn ot + Z Z xm+n,xme—227rfn ét)
n'=—(N-1) m=—n/ n’=0 m=0
(F.5.2)
We can see that a biased estimator of the autocorrelatiartiéum?,, of x ap-
pears in equation (F.5.2), and is plotted in figure F.5 (irehlu

1 N—1-n' . ,
N mLm+n/ If 2 0
Ry, () =4 " ZT? e T (F.5.3)
D DM IR | )
It is biased since:
N _ /
So we have:
N-1
Sea(f) =6t Y R (n))e I (F.5.5)
n'=—(N-1)

It seems that the spectrum is the Fourier transform of theebiautocorrelation estimator
of X, but there is a problem®®  has twice the number of points as x has, hence its Fourier
transform would have twice the frequency resolution, whictuld not lead to the original
spectrum.

One way around this would be to use the fact that the autdatioe is a sym-
metric function, i.e.R? (n') = R (—n’), so that we have:

Syl f) = ) + Z 2RY_(n')cos(2m fn'6t) (F.5.6)
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The spectrum is then the cosine transform of the one-sigestiautocorrelation,
defined by equation (F.5.7) and plotted in figure F.5 (in green

Rb(0)  forn/ =0

(F.5.7)
2Rb (n) forn' >1

) -
Another and better way around would be to get back to equdidn2), and
rearrange the first part of the right-hand side, to have oagitiwe lags, by shifting n’ by
N:
replace n’ by p=n’+N, to obtain:

N-1 N-1
—12 —N)ét
Tontp N T € 7 f(p—N)
p=1 m=N-—p
Now,
6—i27rf(p—N)(5t — 6—i27rfp6t6i27rfN6t _ 6—i27rfp6t (F58)

for the Fourier frequencies given in (F.4.2).
So by replacing p with n’, we get for the full equation:

N—-1 N-1 N—-1N-1-n'

Sea(f) = %(n/z::l m:%:_n, xm+n/_Nxm6_i2“f"/5t +nZ::O mzz:o xm+n/xm6_i2“f"/5t) (F.5.9)
Let’s define the circular autocorrelation in equation (B, plotted in figure F.5
(in red):
R () = { ¥ Xm0 93%1 forn’ =0
b N T s + NN TnTn—y) fOrR =1, N —1

(F.5.10)
Of course the circular autocorrelation can also be definechégative lags, but it is a
symmetric function, so there is no need for it.

Notice that the summations are always done over N pointiiséstan unbiased
estimator of the autocorrelation. It is called circularcéese as in Fourier transform the
time series is considered periodic of peribd= Ndt, thenz,, .,y = x,,+ SO that the
second part of the right-hand side of equation (F.5.10nfor 1 represent the remainder
of the autocorrelation terms for indices that go beyond Nwfhich the beginning of the

time series is used again (hence the term “circular”).
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Finally we have:

N-1
Sm:(f) _ Z R;m(n/)e—i%rfn/(stat _ @(f) (F.5.11)
n’/=0

The spectrum is the Fourier transform of the circular autocorrelation .

Remark 1 we can express the circular autocorrelation in terms obthsed au-
tocorrelation, by making the following variable changestfe second term of the circular
autocorelation: let g=m+n’-N replace m , we get:

n’'—1

1

N E :quq+N—n'
q=0

then replace n’ by r=N-n’, we get:

N—1—r

1
N Z Lqlatr

q=

whichis R (r) = R. (N — n’) so that:
R¢ (n') =R (n)) + R (N —n) (F.5.12)

This relation is well illustrated in figure F.5.

Remark 2 Looking at equation (F.5.4), some authors have said tleatgighting

NJ;" acts like a triangular smoothing window to help reduce spéttakage (e.g. Emery

and Thomson (1997)). This is erroneous because the comutmtarelation function to
consider is the circular autocorrelation, which is an uséthestimator, hence does not
have any weighting. We don’t see why the autocorrelatiorhetvould have an intrinsic
weighting while the periodogram method does not have, siheg are mathematically
equivalent.

Remark 3 Thanks to FFT (Fast Fourier Transform) algorithm, it is mefficient
to compute the autocorrelation function of a time series dayputing first the spectrum
of the time series and then taking its inverse Fourier tansf But in order to obtain the
biased autocorrelation function (F.5.3), we need first t e time series with N zeros
(N being the length of the time series), in order to sepata¢e2t parts of the circular
autocorrelation (cf equation F.5.12). The biased autetation is then the first half of the
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inverse Fourier transform of the spectrum of the padded serees (cf figure F.6, from
Bendat and Piersol (1986)).

Question The spectrum, which must be positive for all frequencigthe simple
Fourier transform (not squared) of the circular autocatreh function. So the latter must
have a peculiar property that guarantees its Fourier amsf positive for all frequencies.
In fact the circular autocorrelation function is a positilefinite operator, in the sense that:

N N
¥(a;)j-1...v € (C)Y, >N arRe(k—Na >0 (F.5.13)

k=1 l=1
(and that it is 0 only when all the coefficients are 0). If this is true, we immediately see
why the Fourier transform of the circular autocorrelatisraiways positive for all Fourier
frequencies.
Because of the circularity of the function, this propertyp&tter derived using a
matrix notation rather than using indices. Let’s define tineutar matrix of x:

Lo Ty - IN-1
IN—-1 Xo -+ IN-2
X =
‘,'Ul xz ... :L‘O

The matrix form of the circular autocorrelation functiorthen:

To r1 0 TN-—1
1 1 7o ot TN-2
R=—XX =
N
'N—1 TN—2 - To

wherer; = RS, (7). This is called a Toeplitz matrix.
Now for any vectorA = [a;as...ay], let define a vecto¥ = AX, and compute

its variance:
Var(Y) = YY’
= AX(AX)
= AXX'A
= NARA
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SinceVarY > 0 (andis 0 only if Y is a vector full of zeros, which happens oifilg is a
vector full of zeros itself, for an arbitrary time series ®),is then positive definite.

F.6 Unbiased autocovariance method

This paragraph is based on materials from Bloomfield (197d) Bendat and
Piersol (1986).

We immediately see an application for computing the spettofi gappy time
series. The simple method of replacing missing data by z@ndscomputing the FFT is
equivalent to using only the available data points but diiiding by N when computing
the circular autocorrelation function. Then the estimagdoiased, and so is the energy.
Therefore we can use an unbiased estimator instead, byirdiMiy the number of pair of
points available for each lag for the computation of thewtacautocorrelation.

Let's formalize the previous discussion. Let's x be the obse signal, and z
be the observations, constructed by replacing missingreésens by zeros (cf equations
(F.4.7) and (F.4.8)).

For a given lag n, the number of observations available formating the circular
autocorrelation function is given by the non-normalizectaar autocorrelation function
of the gap function:

No(n) = NR;,(n)forn >0 (F.6.1)

Therefore the unbiased circular autocorrelation estinfat@ is:

Be.(n) Nol(o) ZZ;(l) 2 forn =0
n =
2z N—-1-n N-1
ﬁ(n)(zm:o ZimZman + D e N ZmZmin—n) fOrn=1,.., N —1

(F.6.2)

so that now
Re ( ) al : ( )
R n)= R n
=z NQ(TL) =z

The unbiased spectrum is thus the convolution of the Fotnagsform of the weighting

coefficients%(n) with the Fourier transform of the biased autocorrelatiarction, which
gave the biased spectrum (always positive due to the defioggivity of the biased auto-

correlation function). Since the Fourier transform of theigiting coefficients can have
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negative values, the unbiased spectrum can have negativesviar some frequencies,
which is a major flaw of this method. This is because the urbiasitocorrelation function
(F.6.2) is not a valid autocorrelation function any morea@@@bout, 1985) in the sense that
it is not positive definite, because of the lag-dependengk&ig Ny (n) which invalidates
the proof of the previous paragraph.

Remark If we want to keep positive values for all frequencies, wa carrect
the biased autocorrelation function so that the estimatolafy O is unbiased, by dividing
by Ny(0) = ZN éy;, which is not lag-dependent hence does not destroy the wefini
positivity of the autocorrelation function. We see tha{0) /N is the energy loss correction
factor defined in equation (F.4.15).

Finally, an interpretation of why we obtain negative valt@ssome frequencies
when using the unbiased autocorrelation function is obthin the light of nonstationary
random processes theory (Bendat and Piersol, 1986).

The adequate model for our case if the product model:

{z(t)} = y(O){=()} (F.6.3)

where{z(¢)} is the original stationary random process being obsenygdljs a determin-
istic signal (the gap function), anc(¢)} is a nonstationary random process, of which the
observations are one realization. The nonstationary autation function of z(¢)} is:

R..(1,t) = Elz()z(t+7)]
= yOy(t+ 7)Elx(t)2(t + 7)]
= Ry (7,t) Reu(7)

Now with a single experiment (i.e. a single realizatiod oft) }), the only way to estimate
expected values is to do a time average, which supposesthaatdom process at hand
is ergodic, which is not the case for the nonstationary reangoocess z(¢)}. We obtain
nonetheless:

Z‘H

R..(1) = 5 Z (1,n0t)d
yy (T ) 2(7)

Il
ZJ:Jl
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where forr = mdt

N-1
_ 1
which is the circular autocorrelation function of the gapdtion. So% is the unbiased

autocorrelation function, an estimator of the originaleaatrrelation functiori,,.(m).

Now a necessary and sufficient condition tRat (7) be the autocorrelation func-
tion of a weakly stationary random procegs(t)} is that R,.(7) be a symmetric and
positive definite function. The fact that the unbiased am@tation function is not posi-
tive definite reflects the fact that the observations are mbvaonary random process any
more due to the deterministic gap function which kills thetisnarity characteristics (the
means and variances depend on the time around which thepraguted, due to the non-
homogeneous structure of the missing observations).
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Figure F.1: Dirichlet kernel functions for different vakief N
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least—square fit with missing data

35 T T T T T T T T T
[ i A\ 1
inﬂ!ﬂli'l"l. Aﬁ!‘
25l A+ .

-0.5F "
il
—— original
-1r / + observed
— fit1l
— fit2
_15 1 1 1 1 1 1 1 1 I
0 0.5 1 1.5 2 25 3 35 4 45 5

Figure F.2: Test of different least-square fit methods on igynsinusoidal signal with
missing observations: fit 1 is when the sample mean is remsfte the fit, fit 2 is when
a constant + sinusoid is fitted directly to the data

181



Boxcar (black), Hanning (blue), and random gaps (red) windows
1.2 T T T T T
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Figure F.3: Boxcar (black), Hamming (blue) and random gagetion (red) window coef-
ficients (upper panel) and spectrum (lower panel)
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N'=N-1-m

AN

~(N=1)= ===~~~

Figure F.4: Variable change for the derivation of the Wielkkmchin theorem
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autocorrelation functions
T T T T T T

T T
—— biased (lags >0)
— — biased (lags <O translated by 1)
biased one-sided
—— circular

Figure F.5: Autocorrelation functions of a cosine-expdrarsignal: two-sided biased
(blue, the dashed line represent the symmetric negativedegranslated by one observa-
tion period), one-sided biased (green), and circular (r€éljext for definitions.
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Figure F.6: lllustration of the separation of the two partghe circular autocorrelation
function for a N-zero padded time series.
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